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Terminology & vision

transparency, interpretability,

explainability, intelligibility
agency, responsibility

responsible AI
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Interpretability for different stakeholders

What are we explaining?

To Whom are we explaining?

Why are we explaining?
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Staples discounts

December 2012

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534

It was the same Swingline stapler, on the same Staples.com website. But 

for Kim Wamble, the price was $15.79, while the price on Trude Frizzell's 

screen, just a few miles away, was $14.29.

A key difference: where Staples seemed to think they were located.

A Wall Street Journal investigation found that the Staples Inc. website 

displays different prices to people after estimating their locations. More 

than that, Staples appeared to consider the person's distance 

from a rival brick-and-mortar store, either OfficeMax Inc. or Office 

Depot Inc. If rival stores were within 20 miles or so, Staples.com usually 
showed a discounted price.

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534
https://www.wsj.com/market-data/quotes/SPLS
https://www.wsj.com/market-data/quotes/OMX
https://www.wsj.com/market-data/quotes/ODP
https://www.wsj.com/market-data/quotes/ODP
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Staples discounts

December 2012

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534

It was the same Swingline stapler, on the same Staples.com website. But 

for Kim Wamble, the price was $15.79, while the price on Trude Frizzell's 

screen, just a few miles away, was $14.29.

A key difference: where Staples seemed to think they were located.

A Wall Street Journal investigation found that the Staples Inc. website 

displays different prices to people after estimating their locations. More 

than that, Staples appeared to consider the person's distance 

from a rival brick-and-mortar store, either OfficeMax Inc. or Office 

Depot Inc. If rival stores were within 20 miles or so, Staples.com usually 
showed a discounted price.

What are we explaining?

To Whom are we explaining?

Why are we explaining?

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534
https://www.wsj.com/market-data/quotes/SPLS
https://www.wsj.com/market-data/quotes/OMX
https://www.wsj.com/market-data/quotes/ODP
https://www.wsj.com/market-data/quotes/ODP
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https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers that did 

not differ in browsing behavior, preferences or 

demographic characteristics, except in gender.

One experiment showed that Google displayed 

ads for a career coaching service for “$200k+” 

executive jobs 1,852 times to the male group 

and only 318 times to the female group. 

Another experiment, in July 2014, showed a 

similar trend but was not statistically significant.

July 2015

Online job ads

http://fusion.kinja.com/google-showed-women-ads-for-lower-paying-jobs-1793848970


Title TextTitle Text

@stoyanoj

https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers that did 

not differ in browsing behavior, preferences or 

demographic characteristics, except in gender.

One experiment showed that Google displayed 

ads for a career coaching service for “$200k+” 

executive jobs 1,852 times to the male group 

and only 318 times to the female group. 

Another experiment, in July 2014, showed a 

similar trend but was not statistically significant.

July 2015

Online job ads

What are we explaining?

To Whom are we explaining?

Why are we explaining?

http://fusion.kinja.com/google-showed-women-ads-for-lower-paying-jobs-1793848970
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Instant Checkmate

February 2013

https://www.technologyreview.com/s/510646/racism-is-

poisoning-online-ad-delivery-says-harvard-professor/

What are we explaining?

To Whom are we explaining?

Why are we explaining?
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Nutritional labels

https://www.wsj.com/articles/why-the-

labels-on-your-food-are-changing-or-

not-1501758003

https://www.wsj.com/articles/hiring-job-

candidates-ai-11632244313

https://www.wsj.com/articles/imag

ine-a-nutrition-labelfor-

cybersecurity-11607436000

What are we explaining?

To Whom are we explaining?

Why are we explaining?

https://www.wsj.com/articles/hiring-job-candidates-ai-11632244313
https://www.wsj.com/articles/hiring-job-candidates-ai-11632244313
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This week’s reading

QII LIME
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SHAP LevSHAP



Title TextTitle Text

@stoyanoj

What are we explaining?

How does a system work? 

How well does a system work? 

What does a system do? 

Why was I ___ (mis-diagnosed / not
offered a discount / denied credit) ?

Are a system’s decisions discriminatory?

Are a system’s decisions illegal?
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But isn’t accuracy sufficient?

How is accuracy measured?  FPR / 
FNR / …

Accuracy for whom: over-all or in sub-
populations?

Accuracy over which data?

There is never 100% accuracy.  
Mistakes for what reason?
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Facebook’s real-name policy

Shane Creepingbear is a member of the Kiowa Tribe of Oklahoma

October 13, 2014

February 14, 2015
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When accuracy is not enough 

[Ribeiro, Singh & Guestrin, 2016]

Electric guitar - incorrect but 

reasonable, similar fretboard

Acoustic guitar Labrador

probabilities of the top-3 classes

and the super-pixels predicting each



Title TextTitle Text

@stoyanoj

When accuracy is not enough 

[Ribeiro, Singh & Guestrin, 2016]

slide by Marco Tulio Ribeiro, KDD 2016
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When accuracy is not enough 

[Ribeiro, Singh & Guestrin, 2016]

slide by Marco Tulio Ribeiro, KDD 2016
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LIME: Recap

[Ribeiro, Singh & Guestrin, 2016]

https://www.youtube.com/watch?v=hUnRCxnydCc

https://www.youtube.com/watch?v=hUnRCxnydCc
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QII: Auditing black-box models

[Datta, Sen & Zick, 2016]

images by Anupam Datta
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Transparency report: Mr. X

[Datta, Sen & Zick, 2016]

How much influence do individual features have a given 

classifier’s decision about an individual?

images by Anupam Datta



Title TextTitle Text

@stoyanoj

Transparency report: Mr. Y

[Datta, Sen & Zick, 2016]

Explanations for superficially similar 

individuals can be different

images by Anupam Datta



Title TextTitle Text

@stoyanoj

QII: Quantitative Input Influence

[Datta, Sen & Zick, 2016]

Goal: determine how much influence an input, or a set of inputs, has on a 

classification outcome for an individual or a group

Transparency queries / quantities of interest

Individual: Which inputs have the most influence in my credit denial?

Group: Which inputs have the most influence on credit decisions for women?

Disparity: Which inputs influence men getting more positive outcomes than 

women?



Title TextTitle Text

@stoyanoj

QII: Quantitative Input Influence

[Datta, Sen & Zick, 2016]

For a quantity of influence Q and an input feature i, the QII of i on Q is the 

difference in Q when i is changed via an intervention.

images by Anupam Datta

Key ideas

intervene on an input feature, 

measure its importance

aggregate feature importance 

using its Shapley value
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Running example

[Datta, Sen & Zick, 2016]

Consider lending decisions by a bank, based on gender, age, education, and 

income.  Does gender influence lending decisions?

• Observe that 20% of women receive the positive classification.

• To check whether gender impacts decisions, take the input dataset and replace 

the value of gender in each input profile by drawing it from the uniform 

distribution: set gender in 50% of the inputs to female and 50% to male. 

• If we still observe that 20% of female profiles are positively classified after the 

intervention - we conclude that gender does not influence lending decisions.

• Do a similar test for other features, one at a time.  This is known as Unary QII
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Unary QII

[Datta, Sen & Zick, 2016]

For a quantity of influence Q and an input feature i, the QII of i on Q is the 

difference in Q when i is changed via an intervention.

replace features with random values from the population, examine the 

distribution over outcomes

images by Anupam Datta
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Unary QII

[Datta, Sen & Zick, 2016]

images by Anupam Datta

For a quantity of influence Q and an input feature i, the QII of i on Q is the 

difference in Q when i is changed via an intervention.

intervening on one feature at a time will not have any effect
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Marginal QII

[Datta, Sen & Zick, 2016]
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Aggregating influence across sets

[Datta, Sen & Zick, 2016]

Idea: Use game theory methods: voting systems, revenue division

“In voting systems with multiple agents with differing weights, voting power often 

does not directly correspond to the weights of the agents. For example, the US 

presidential election can roughly be modeled as a cooperative game where each 

state is an agent. The weight of a state is the number of electors in that state

(i.e., the number of votes it brings to the presidential candidate who wins that state). 

Although states like California and Texas have higher weight, swing states like 

Pennsylvania and Ohio tend to have higher power in determining the outcome of 

elections.”
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QII summary

[Datta, Sen & Zick, 2016]

• A principled (and beautiful!) framework for determining the influence of 
a feature, or a set of features, on a decision

• Works for black-box models, with the assumption that the full set of 
inputs is available 

• Accounts for correlations between features

• “Parametrizes” on what quantity we want to set (QII), how we intervene, 
how we aggregate the influence of a feature across sets

• Experiments in the paper: interesting results

• Also in the paper: a discussion of transparency under differential 
privacy



https://bit.ly/3DrCGIm
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AI Prediction
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Slide Credit: R. Teal Witter 
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Example: 

𝒙

Wind speed

Temperature

Chance of rain

Helicopters

Traffic

(biking 
enjoyment)

Slide Credit: R. Teal Witter 
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Example: 

𝒙
73°

⋮

𝑓(𝒙)𝑓

11mph

30%

2

8

Wind speed

Temperature

Chance of rain

Helicopters

Traffic

7/10

Enjoyment

Slide Credit: R. Teal Witter 
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Explaining Predictions

Attribute the prediction to features relative to a baseline

“Since the traffic is 8 instead of 3, the ride is 1.7 less enjoyable.”

Slide Credit: R. Teal Witter 
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Explaining Predictions

Attribution value!

Attribute the prediction to features relative to a baseline

“Since the traffic is 8 instead of 3, the ride is 1.7 less enjoyable.”

Slide Credit: R. Teal Witter 
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“Since the traffic is 8 instead of 3, the ride is 1.7 less enjoyable.”

Explaining Predictions
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Temperature
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Attribute the prediction to features relative to a baseline

“Since the traffic is 8 instead of 3, the ride is 1.7 less enjoyable.”

Explaining Predictions

73°

⋮

11mph

30%

2

8

89°

⋮

1mph

0%

5

3

Explicand Baseline

Wind speed

Temperature

Chance of rain

Helicopters
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Slide Credit: R. Teal Witter 
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Attribute the prediction to features relative to a baseline

“Since the traffic is 8 instead of 3, the ride is 1.7 less enjoyable.”

Explaining Predictions

73°

⋮

11mph

30%

2

8

89°

⋮

1mph

0%

5

3

Explicand Baseline

Wind speed

Temperature

Chance of rain

Helicopters

Traffic

𝑓(𝒙)

89° 11mph 30% 5 5/10

89° 11mph 30% 8 4/10

73° 1mph 0% 5

5

3

8

3

73° 1mph 0% 5

6/10

8/10

Slide Credit: R. Teal Witter 
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What is the effect of the feature in different settings?
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Attribution Values

What is the effect of the feature in different settings?

Consider subsets 𝑆 ⊆ 𝑛 and define 𝑣 𝑆 = 𝑓 𝒙𝑆 where

Slide Credit: R. Teal Witter 
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Slide Credit: R. Teal Witter 
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Attribution Values

What is the effect of the feature in different settings?

Consider subsets 𝑆 ⊆ 𝑛 and define 𝑣 𝑆 = 𝑓 𝒙𝑆 where
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𝐵

𝑆

{2,3}

{2,3,5}
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Attribution Values

What is the effect of the feature in different settings?

Consider subsets 𝑆 ⊆ 𝑛 and define 𝑣 𝑆 = 𝑓 𝒙𝑆 where

Next: Define attribution value 𝜙𝑖 for every feature 𝑖 ∈ [𝑛]

𝑓(𝒙𝑆)

89° 11mph 30% 5 5/10

89° 11mph 30% 8 4/105

3

𝑆

{2,3}

{2,3,5}

Slide Credit: R. Teal Witter 
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Desirable Properties

Null Player: If a feature never changes the prediction, then its attribution value is 0

Slide Credit: R. Teal Witter 
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Null Player: If a feature never changes the prediction, then its attribution value is 0

Symmetry: If two features always induce the same change, then their attribution values are 

the same

Additivity: For two predictive functions, the attribution value of a feature in the combined 

function is the sum of the attribution values for each function

Slide Credit: R. Teal Witter 
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Symmetry: If two features always induce the same change, then their attribution values are 

the same

Additivity: For two predictive functions, the attribution value of a feature in the combined 

function is the sum of the attribution values for each function

Efficiency: The attribution values sum to the difference between the predictions on the 

explicand and baseline

Slide Credit: R. Teal Witter 
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Desirable Properties

Null Player: If a feature never changes the prediction, then its attribution value is 0

Symmetry: If two features always induce the same change, then their attribution values are 

the same

Additivity: For two predictive functions, the attribution value of a feature in the combined 

function is the sum of the attribution values for each function

Efficiency: The attribution values sum to the difference between the predictions on the 

explicand and baseline

⇔ Shapley values!

Slide Credit: R. Teal Witter 
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Shapley Values for Feature Attribution

For a set function 𝑣: 2[𝑛] → ℝ, the 𝑖th Shapley value is

𝜙𝑖 = ෍

𝑆⊆ 𝑛 ∖{𝑖}

Slide Credit: R. Teal Witter 



Julia Stoyanovich

Shapley Values for Feature Attribution
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Slide Credit: R. Teal Witter 
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Shapley Values for Feature Attribution

For a set function 𝑣: 2[𝑛] → ℝ, the 𝑖th Shapley value is

𝜙𝑖 =
1

𝑛
෍

𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆

𝜙𝑖 =
1

𝑛
෍

𝑘∈[𝑛−1]

Average over all sizes 𝑘

Slide Credit: R. Teal Witter 

Can be re-written as:
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Shapley Values for Feature Attribution

For a set function 𝑣: 2[𝑛] → ℝ, the 𝑖th Shapley value is
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Slide Credit: R. Teal Witter 

Actual value difference

Can be re-written as:
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Additive feature attribution methods

[Lundberg & Lee, 2017]

https://github.com/slundberg/shap

https://github.com/slundberg/shap
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