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Instructors: 
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Today: 
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Logistics 
Review



Title TextTitle TextAssignments and grading

Grading: homeworks - 10% x 3 = 30% 
project - 25% 
final exam - 25%  
labs - 10% 
quizzes - 10%

No credit for late homeworks.  2 late days over the term, no questions 
asked.  If a homework is submitted late — a day is used in full.
Assignment schedule will be posted to Bright Space (under Course 
information), subject to change. 

Assignments submitted through Gradescope. 

Labs + Project submitted through Brightspace 



Title TextTitle TextWhere to find information

Website: https://dataresponsibly.github.io/rds/ slides, reading, labs

Bright Space: everything assignment-related, Zoom links for lectures and labs, 
announcements.  Piazza: discussion board. Gradescope: Assignment Submission.

https://dataresponsibly.github.io/rds/


RDS course 
overview
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@stoyanoj

What is RDS?

As advertised: ethics, legal compliance, personal responsibility. 
But also: data quality!   

A technical course, with content drawn from: 
1. fairness, accountability and transparency  
2. machine learning
3. privacy & data protection 

We will learn algorithmic techniques for data analysis.   
We will also learn about recent laws / regulatory frameworks. 
   
Bottom line: we will learn that many of the problems are socio-technical, 
and so cannot be “solved” with technology alone. 

My perspective: a pragmatic researcher, not a technology skeptic.



Nuance, please!



We all are responsible

@FalaahArifKhan
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Reading: Algorithmic bias

[Friedman & Nissenbaum, Comm ACM (1996)]
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Reading: Algorithmic fairness 

[Chouldechova & Roth, Comm ACM (2020)]

optional

optional
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Reading: Fairness in risk assessment

[Kleinberg, Mullainathan & 
Raghavan, ITCS (2017)]

[Chouldechova, BigData (2017)]
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Individual & cumulative harms

Questions to keep in mind:

what are the goals of the AI system? 

what are the benefits and to whom? 

what are the harms and to whom? 



technical teaser c. 2015: fairness in classification
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Vendors and outcomes

Positive Outcomes Negative Outcomes

offered employment not offered employment

accepted to school not accepted to school

offered a loan denied a loan

shown relevant ad for shoes shown irrelevant ad for shoes

Consider a vendor assigning positive or negative  
outcomes to individuals.
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Fairness in classification

Fairness in classification  is concerned with how outcomes are 
assigned to a population
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Fairness in classification

Sub-populations may be treated differently

Black

White

40% of the whole population

20%  
of Black

60%  
of White

positive
outcomes

} is this an 
unlawful 
disparity?ra
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Fairness in classification

Sub-populations may be treated differently

Black

White

40% of the whole population

40%  
of Black

40%  
of White

positive
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Fairness in classification

ra
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Explaining the disparity with proxy variables



quick discussion
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Swapping outcomes
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Two families of fairness measures 

Group fairness (here, statistical parity)

demographics of the individuals receiving 
any outcome - positive or negative - 
should be the same as demographics of 
the underlying population

Individual fairness 

any two individuals who are 
similar with respect to a task 
should receive similar outcomes
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Bias in computer systems

Pre-existing is independent of an 
algorithm and has origins in society

Technical is introduced or exacerbated 
by the technical properties of an ADS

Emergent arises due to context of use

[Friedman & Nissenbaum (1996)]



Pre-existing bias: 
independent of an algorithm, 
has its origins in society



Pre-existing bias: 
independent of an algorithm, 
has its origins in society



Pre-existing bias: 
independent of an algorithm, 
has its origins in society



Pre-existing bias: 
independent of an algorithm, 
has its origins in society



bias can lead to 
discrimination
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The evils of discrimination

Disparate treatment

is the illegal practice of treating an entity, 
such as a job applicant or an employee, 
differently based on a protected 
characteristic such as race, gender, 
age, disability status, religion, sexual 
orientation, or national origin.

Disparate impact  

is the result of systematic disparate 
treatment, where disproportionate 
adverse impact is observed on 
members of a protected class.
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Ricci v. DeStefano (2009)

http://www.wsj.com/articles/are-workplace-personality-tests-fair-1412044257
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Students for Fair(?) Admissions v. UNC / Harvard (2023)

http://www.wsj.com/articles/are-workplace-personality-tests-fair-1412044257


Break!



Quiz 1: Machine 
Bias



fairness through 
awareness
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Fairness through awareness

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

x
•
•
y M (y)

M (x)

Individuals who are similar for the purpose of 
classification task should be treated similarly.

d(x, y)
A task-specific distance 
metric is given  

is a randomized mapping: an individual is 
mapped to a distribution over outcomes

X individuals

M :X→O

M :X→O

O outcomes

Fairness:
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Fairness through a Lipschitz mapping

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

x
•
•
y M (y)

M (x)

Individuals who are similar for the purpose of 
classification task should be treated similarly.

d(x, y)
A task-specific distance 
metric is given  

X individuals

M :X→O

O outcomes

Fairness:

close individuals map to close distributions

M is a Lipschitz mapping if ∀x, y∈X M (x),M (y) ≤ d(x, y)

there always exists a Lipschitz mapping - which?
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Fairness through a Lipschitz mapping

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

O outcomes Y actions

data owner vendor

f :O→Y

x
•
•
y

•
•
M (y)

M (x)
•
•

f (M (x))

f (M (y))

fairness enforced at this step

X individuals

M :X→O

simpsons.wikia.com

vendor cannot introduce bias

http://simpsons.wikia.com
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Fairness through a Lipschitz mapping

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

O outcomes Y actions

data owner vendor

f :O→Y

x
•
•
y

•
•
M (y)

M (x)
•
•

f (M (x))

f (M (y))

X individuals

M :X→O

simpsons.wikia.com

Find a mapping from individuals to distributions over 
outcomes that minimizes expected loss, subject to the 
Lipschitz condition. Optimization problem: minimize an 

arbitrary loss function.

http://simpsons.wikia.com
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Fairness through a Lipschitz mapping

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

O outcomes Y actions

data owner vendor

f :O→Y

x
•
•
y

•
•
M (y)

M (x)
•
•

f (M (x))

f (M (y))

X individuals

M :X→O

simpsons.wikia.com

Computed with a linear program of size  

the same mapping can be used by multiple vendors

poly(| X |,|Y |)

http://simpsons.wikia.com


learning fair 
representations
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Learning fair representations

Idea: remove reliance on a “fair” similarity measure, 
instead learn representations of individuals, distances

[R. S. Zemel, Y. Wu, K. Swersky, T. Pitassi, C. Dwork; ICML 2013]

X individuals Z user representation Y outcomes

fairness utility

data owner vendor

• •
f :Z→Y

YZX

M :X→ ZX +

X −
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Fairness and utility

Learn a randomized mapping M(X) to a set of K prototypes Z 

M(X) should lose information about membership in S 

M(X) should preserve other information so that vendor can maximize utility
L = Az ⋅Lz + Ax ⋅Lx + Ay ⋅Ly

data owner vendor

• •
f :Z→Y

YZX

M :X→ ZX +

X −

group 
fairness

individual
fairness utility

[R. S. Zemel, Y. Wu, K. Swersky, T. Pitassi, C. Dwork; ICML 2013]

Pk
+ = P(Z = k | x ∈X + )

Pk
− = P(Z = k | x ∈X − )
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Fairness and utility

data owner vendor

• •
f :Z→Y

YZX

M :X→ ZX +

X −

[R. S. Zemel, Y. Wu, K. Swersky, T. Pitassi, C. Dwork; ICML 2013]

L = Az ⋅Lz + Ax ⋅Lx + Ay ⋅Ly

Pk
+ = P(Z = k | x ∈X + )

Pk
− = P(Z = k | x ∈X − )

Lz = Pk
+ − Pk

−

k
∑

Lx = (xn
n
∑ − xn! )

2

Ly = −yn
n
∑ log yn! − (1− yn )log(1− yn! )

group 
fairness

individual
fairness

utility

does this make sense?



Thank you!
@stoyanoj

Responsible Data Science
Algorithmic Fairness 


