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Nice to meet you!
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Assistant. Prof. of Data Science, Computer Science & 
Engineering 
New York University  

Ph.D. in CS from Carnegie Mellon University 
B.S. in CS & Math from Wesleyan University 

Research: algorithmic fairness and responsible AI 
• Machine learning/ AI 
• AI Explainability 
• Computer Science and Law

And also: 
• Tech policy: Collaborate a lot with NGOs such as Upturn, Center for Democracy 

and Technology   

Instructor #1: Emily Black

Office hours: Mondays 2pm-3pm EST on teaching days & by appointment
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PhD Candidate, CSE New York University 

B.S. in CS from Brown University (and B.A. in English!)

Research: Research: differential privacy, algorithmic 
fairness, AI for climate 

• Like a nice mix of empirical/theoretical problems 
• Like my work to have positive social impact 

Instructor #2: Lucas Rosenblatt

Office hours: Mondays 2pm-3pm EST on teaching days & by appointment



Title TextTitle TextTeaching Assistants

Falaah Arif Khan 
Office hours: Tuesdays 2-3pm

Haris Naveed
Office hours: Fridays 3-4pm

Jason Moon 
Office hours: Wednesdays 3-4pm

Manasavin Anand
Office hours: Thursdays 3-4pm



what is
responsible AI?



Title TextTitle TextAI: algorithms, data, decisions

Artificial Intelligence (AI)

a system in which algorithms use 
data and make decisions on our 
behalf, or help us make decisions



Title TextTitle TextThe promise of AI

Opportunity

make our lives convenient 

accelerate science  

boost innovation 

transform government 



Title TextTitle TextMachines make mistakes



Title TextTitle TextMistakes lead to harms



Title TextTitle TextHarms can be cumulative



what is 
responsible AI?



more examples



Title TextTitle TextMedical imaging

Positive factors

clear need for improvement 

can validate predictions 

technical readiness 

decision-maker readiness 

https://fastmri.org/



Title TextTitle TextAutomated hiring systems

July 2015

February 2013

October 2018October 2018 March 2024



Title TextTitle TextHiring before automation

September 2004

We study race in the labor market by sending fictitious 
resumes to help-wanted ads in Boston and Chicago 
newspapers. To manipulate perceived race, resumes are 
randomly assigned African-American- or White-sounding names. 
White names receive 50 percent more callbacks for 
interviews. Callbacks are also more responsive to resume quality 
for White names than for African-American ones. The racial gap is 
uniform across occupation, industry, and employer size. We also 
find little evidence that employers are inferring social class from 
the names. Differential treatment by race still appears to still be 
prominent in the U. S. labor market.



discussion

Describe a use case

what are the goals of the AI system? 

what are the benefits and to whom? 

what are the harms and to whom? 



Title TextTitle TextUse case: Staples discounts

December 2012

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534

It was the same Swingline stapler, on the 
same Staples.com website. But for Kim Wamble, the price 
was $15.79, while the price on Trude Frizzell's screen, just 
a few miles away, was $14.29. 

A key difference: where Staples seemed to think they were 
located. 

A Wall Street Journal investigation found that the Staples 
Inc. website displays different prices to people after 
estimating their locations. More than that, Staples 
appeared to consider the person's distance from a rival 
brick-and-mortar store, either OfficeMax Inc. or Office 
Depot Inc. If rival stores were within 20 miles or so, 
Staples.com usually showed a discounted price.

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534
https://www.wsj.com/market-data/quotes/SPLS
https://www.wsj.com/market-data/quotes/OMX
https://www.wsj.com/market-data/quotes/ODP
https://www.wsj.com/market-data/quotes/ODP


Title TextTitle TextUse case: AdFisher

https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers that did 
not differ in browsing behavior, preferences or 
demographic characteristics, except in gender. 

One experiment showed that Google displayed 
ads for a career coaching service for “$200k+” 
executive jobs 1,852 times to the male group 
and only 318 times to the female group. 
Another experiment, in July 2014, showed a 
similar trend but was not statistically significant.

July 2015

http://fusion.kinja.com/google-showed-women-ads-for-lower-paying-jobs-1793848970


Title TextTitle TextUse case: Resume screening

“In effect, Amazon’s system taught itself 
that male candidates were preferable. It 
penalized resumes that included the word 
“women’s,” as in “women’s chess club 
captain.” And it downgraded graduates of 
two all-women’s colleges, according to 
people familiar with the matter. They did not 
specify the names of the schools.”

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-
showed-bias-against-women-idUSKCN1MK08G

“Note: Amazon does not disclose the gender 
breakdown of its technical workforce.”

October 2018



Title TextTitle TextUse case: Instant Checkmate

racially identifying names trigger ads suggestive of a criminal record
https://www.technologyreview.com/s/510646/racism-is-poisoning-online-ad-delivery-says-harvard-professor/

February 2013
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22

Use case: Amazon same-day delivery

“… In six major same-day delivery 
cities, however, the service area 
excludes predominantly black 
ZIP codes to varying degrees, 
according to a Bloomberg analysis 
that compared Amazon same-day 
delivery areas with U.S. Census 
Bureau data.”

https://www.bloomberg.com/graphics/2016-amazon-same-day/

https://www.bloomberg.com/graphics/2016-amazon-same-day/
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23

Use case: Amazon same-day delivery

“The most striking gap in Amazon’s 
same-day service is in Boston, where 
three ZIP codes encompassing the 
primarily black neighborhood of 
Roxbury are excluded from same-
day service, while the neighborhoods 
that surround it on all sides are 
eligible.”

https://www.bloomberg.com/graphics/2016-amazon-same-day/

https://www.bloomberg.com/graphics/2016-amazon-same-day/


Highlight: racial 
bias in risk 

assessment



Title TextTitle TextRacial bias in criminal sentencing

The tool correctly predicts recidivism 61% 
of the time. 

Blacks are almost twice as likely as 
whites to be labeled a higher risk but not 
actually re-offend. 

The tool makes the opposite mistake 
among whites: They are much more likely 
than blacks to be labeled lower risk but go 
on to commit other crimes. 

May 2016

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

A commercial tool COMPAS automatically 
predicts some categories of future crime to 
assist in bail and sentencing decisions.  It 
is used in courts in the US.

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


Title TextTitle TextRacial bias in criminal sentencing

A commercial tool COMPAS automatically 
predicts some categories of future crime to 
assist in bail and sentencing decisions.  It 
is used in courts in the US.

May 2016

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


Title TextTitle TextRacial bias in healthcare

October 2019

Health systems rely on commercial prediction algorithms to identify and help patients with 
complex health needs. We show that a widely used algorithm, typical of this industry-wide 
approach and affecting millions of patients, exhibits significant racial bias: At a given risk 
score, Black patients are considerably sicker than White patients, as evidenced by signs 
of uncontrolled illnesses. Remedying this disparity would increase the percentage of Black 
patients receiving additional help from 17.7 to 46.5%. The bias arises because the algorithm 
predicts health care costs rather than illness, but unequal access to care means that we 
spend less money caring for Black patients than for White patients. Thus, despite health care 
cost appearing to be an effective proxy for health by some measures of predictive 
accuracy, large racial biases arise. We suggest that the choice of convenient, seemingly 
effective proxies for ground truth can be an important source of algorithmic 
bias in many contexts.

https://www.science.org/doi/10.1126/science.aax2342



Title TextTitle TextRacial bias in healthcare

https://www.science.org/doi/10.1126/science.aax2342



Discussion: are 
algorithms or 

people easier to 
change?



Title TextTitle TextFixing bias in algorithms?

December 2019
In one study published 15 years ago, two people 
applied for a job. Their résumés were about as similar as 
two résumés can be. One person was named Jamal, the 
other Brendan. 

In a study published this year, two patients sought 
medical care. Both were grappling with diabetes and 
high blood pressure. One patient was black, the other 
was white. 

Both studies documented racial injustice: In the first, the 
applicant with a black-sounding name got fewer job 
interviews. In the second, the black patient received 
worse care. 
But they differed in one crucial respect. In the first, 
hiring managers made biased decisions. In the 
second, the culprit was a computer program.

https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html

https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html
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https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html

Changing algorithms is easier than changing 
people: software on computers can be updated; the 
“wetware” in our brains has so far proven much less 
pliable. 
[…] In a 2018 paper […], I took a cautiously 
optimistic perspective and argued that with proper 
regulation, algorithms can help to reduce 
discrimination. 
But the key phrase here is “proper regulation,” 
which we do not currently have.
We must ensure all the necessary inputs to the 
algorithm, including the data used to test and create 
it, are carefully stored. * […]  We will need a well-
funded regulatory agency with highly trained 
auditors to process this data.

December 2019

Fixing bias in algorithms?

https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html
https://academic.oup.com/jla/article/doi/10.1093/jla/laz001/5476086


Pushes for 
regulation



Title TextTitle TextAutomated Decision Systems (ADS)

Automated Decision Systems (ADS)

process data about people  

help make consequential decisions 

combine human & automated decision making 

aim to improve efficiency and promote equity 

are subject to auditing and public disclosure 



Regulating ADS?

Precautionary

Nah! I’m fine!

Risk-based



Title TextTitle TextNew York City Local Law 144 of 2021

This bill would require that a bias audit be conducted on an automated 
employment decision tool prior to the use of said tool. The bill would also 
require that candidates or employees that reside in the city be notified 
about the use of such tools in the assessment or evaluation for hire or 
promotion, as well as, be notified about the job qualifications and 
characteristics that will be used by the automated employment decision 
tool. Violations of the provisions of the bill would be subject to a civil 
penalty.

December 11,  2021
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July 2015

October 2018

September 2014

February 2013

Algorithmic discrimination



Title TextTitle TextA related domain: AI in hiring

“Automated hiring systems act 
as modern gatekeepers to 

economic opportunity.”
Jenny Yang



F O R G E T
ENTIRE DEMOGRAPHICS



Title TextTitle TextChallenges Around Local Law 144

Based on a survey of ~400 companies 5 months after the enforcement of 
local law 144 started, a recent study found very low rates of public audit 
reporting as required in the law (5%). This brings to light some of the 
challenges around tech regulation in general:   

• Large discretion given to companies about how to interpret the law, 
namely whether or not they have a hiring system that meets the 
requirements for local law 144 may have lead to less compliance 

• Little power given to relevant agencies to enforce regulation  

• Tensions between Local Law 144 and federal anti-discrimination law

Wright et al. FAccT 2024



Title TextTitle TextBenefits of Regulatory Frameworks

Despite these challenges, LL144 and other tech regulation have raised 
the bar.  While no tech regulation that has come out recently has been 
perfect, LL144, as well as other frameworks, including traditional anti-
discrimination laws applied to AI systems, are imperative for preventing 
harm:   

• Without any kind of regulation, fairness testing is left up to company 
culture.  

• Legal frameworks give bargaining power to employees within 
corporations, and advocates outside.

Madaio et al. 2022



course overview



module 1:
algorithmic 

fairness



Title TextTitle TextBias in computer systems

Pre-existing: exists independently of 
algorithm, has origins in society

Technical: introduced or exacerbated 
by the technical properties of an ADS

Emergent: arises due to context of use

[Friedman & Nissenbaum (1996)]











Title TextTitle TextFair-ML view
where did the data 

come from?

what happens 
inside the box? how are results 

used?



Title TextTitle TextLifecycle view



Models and assumptions

[Stoyanovich, Howe, Jagadish (2020)]



Title TextTitle TextRegulating automated decisions

Fair Housing 
Act

Civil Rights 
Act, 1964

Equal Credit 
Opportunity 

Act, 1964



Title TextTitle TextThe evils of discrimination

Disparate treatment

is the illegal practice of treating an entity, 
such as a job applicant or an employee, 
differently based on a protected 
characteristic such as race, gender, 
age, religion, sexual orientation, or 
national origin.

Disparate impact  

is the result of systematic disparate 
treatment, where disproportionate 
adverse impact is observed on 
members of a protected class.



module 2:
transparency & 
interpretability



Title TextTitle TextAuditing black-box models

Why did I get 
this outcome?
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@stoyanoj

Requirements around Transparency
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@stoyanoj

Popular Explanation Styles

Feature Importance Sample Importance Counterfactuals

B, Xiang, Sharma, Weller, Taly, Jia, Ghosh, Puri, Moura, Eckersley. Explainable Machine Learning in Deployment. ACM FAccT. 2020.
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@stoyanoj

Popular Explanation Styles

Black-Box Experiments

Question: How do user behaviors, ads, and 
settings interact?   

Approach: Automated randomized controlled 
experiments for studying online tracking  

Desideratum: Individual data use 
transparency: Ad network must disclose 
which user information is used when 
determining which ads to serve

[Datta, Tschantz, Datta, PETS 2015]



module 3:
data protection 

& privacy



Title TextTitle TextPrivacy: two sides of the same coin

Did you go out drinking over the weekend?

protecting an individual

noisy estimatesplausible deniability

learning about the population



Title TextTitle TextTruth or dare

let’s call this property P (Truth=Yes) and 
estimate p, the fraction of the group for 
whom P holds 

1.flip a coin C1 
1.if C1 is tails, then respond truthfully 
2.if C1 is heads, then flip another coin C2 

1.if C2 is heads then Yes 
2.else C2 is tails then respond No

the expected number of Yes answers is:

A = 3
4
p + 1
4
(1− p) = 1

4
+ p
2

thus, we estimate p as:

p! = 2A− 1
2

} randomization - adding noise - is 
what gives plausible deniability
a process privacy method

privacy comes from 
plausible deniability

Did you go out drinking over the weekend?



Title TextTitle TextDifferential privacy

Communications of the ACM CACM 
Homepage archive
Volume 54 Issue 1, January 2011  
Pages 86-95

https://cacm.acm.org/
https://dl.acm.org/citation.cfm?id=J79&picked=prox


Regulating ADS?

Precautionary

Nah! I’m fine!

Risk-based



Title TextTitle TextLegal frameworks



Course logistics



Title TextTitle TextTeaching Assistants

Falaah Arif Khan 
Office hours: Tuesdays 2-3pm

Haris Naveed
Office hours: Fridays 3-4pm

Jason Moon 
Office hours: Wednesdays 3-4pm

Manasavin Anand
Office hours: Thursdays 3-4pm



Title TextTitle TextAssignments and grading

Grading: homeworks - 10% x 3 = 30% 
project - 25% 
final exam - 25%  
labs - 10% 
quizzes - 10%

No credit for late homeworks.  2 late days over the term, no questions 
asked.  If a homework is submitted late — a day is used in full.

Assignment schedule posted to Bright Space (under Course 
information), subject to change.



Title TextTitle TextWhere to find information

Website: https://dataresponsibly.github.io/rds/ slides, reading, labs

Bright Space: everything assignment-related, Zoom links for lectures and labs, 
announcements.  Piazza: discussion board. Gradescope: Assignment Submission.

https://dataresponsibly.github.io/rds/


Title TextTitle TextThis week’s reading



in summary



Title TextTitle TextSo what is RDS?

As advertised: ethics, legal compliance, personal responsibility. 
But also: data quality!   

A technical course, with content drawn from: 
1. fairness, accountability and transparency  
2. data engineering
3. privacy & data protection 

We will learn algorithmic techniques for data analysis.   
We will also learn about recent laws / regulatory frameworks. 
   
Bottom line: we will learn that many of the problems are socio-technical, 
and so cannot be “solved” with technology alone. 

My perspective: a pragmatic engineer, not a technology skeptic, or 
techno-solutionist.



Nuance, please!



We all are responsible

@FalaahArifKhan



Thank you!
@stoyanoj

Responsible Data Science
Introduction and Overview 


