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Astonishing progress in ML  
in the last years

• Machines beat us humans in more and more games 
like Go or Jeopardy thought to be our domain


• Advances in computer vision enable wide spread use 
of facial recognition and wake expectations for 
autonomous driving


• More and more decisions are being automated  
with ML techniques


• “Gold rush” mentality and ML arms race in industry
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https://www.theatlantic.com/technology/archive/2016/03/the-invisible-opponent/475611/

https://www.youtube.com/watch?v=P18EdAKuC1U

https://spectrum.ieee.org/cars-that-think/transportation/self-driving/ntsb-investigation-
into-deadly-uber-selfdriving-car-crash-reveals-lax-attitude-toward-safety

https://thepointsguy.com/news/amsterdam-schiphol-test-trial-facial-recognition-boarding/



Beyond the Hype: Serious  
technical and societal problems

• Data preparation accounts for 80% of the work  
of data scientists 

• Automated decision making can reproduce and 
amplify existing biases and discrimination 
 
 

“Forbes: Cleaning Big Data: Most Time-Consuming, Least Enjoyable Data Science Task, Survey Says” 
https://www.forbes.com/sites/gilpress/2016/03/23/data-preparation-most-time-consuming-least-enjoyable-data-science-task-survey-says/


“MIT Researcher Exposing Bias in Facial Recognition Tech”

https://www.insurancejournal.com/news/national/2019/04/08/523153.htm


“Machine Bias - ProPublica” 

https://www.propublica.org/articlemachine-bias-risk-assessments-in-criminal-sentencing
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Technical Bias

• Fairness & accountability:  
- socio-technological problem, requires collaboration with law experts and social scientists 
- responsibility cannot be automated, but we can assist data scientists with some issues


• Three types of bias in automated decision making systems (ADS) 
- Pre-existing bias (origin in society, dependent on belief system) 
- Technical bias (introduced by technical systems) 
- Emergent bias (arising from feedback loops of deployed ADS)


• Our focus: technical bias introduced by data preprocessing, e.g.,  
 - Changes in the proportion of protected groups by joins and selections 
   (e.g., filtering demographic data by zip codes) 
 - Missing value imputation for sensitive attributes (e.g., gender) 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Stoyanovich et al.: Responsible data management, VLDB Keynote 2020



Why is this difficult?

• Data Science in Production 
- ML models often designed under “lab conditions” on   
  small, clean data samples 
- Data preprocessing not in the focus 
- Training code often handed over to non-ML experts 

• No algebraic foundation for data preprocessing in ML 
- Pipelines often “glue together” different technologies  
  (Spark + pandas + sklearn) using different data  
  representations and operations


• Even the experts can’t do it right 
- See our work on “FairPrep” from EDBT’20
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 Research question:  
 Can we hint data scientists at potentially   

 problematic operations in the preprocessing    

 code of their ML pipelines?


 Can we connect this inspection to the  
 actual data that is being processed?


 Inspiration from software engineering, e.g.  
 code inspection in modern IDE’s 

  



mlinspect

• Library to instrument ML preprocessing code with custom inspections 
 
- Automatically applies inspections (user-defined functions allowing for  
  annotation propagation) to the inputs and outputs of certain operations


• Core ideas:  
- Work with “native” preprocessing pipelines in pandas / scikit-klearn written    
  declaratively (e.g., with relational ops + estimator/transformer pipelines) 
- Represent preprocessing operations as a dataflow graph


• Execution:  
- Instrumentation of function calls in the Python AST 
- Delegation of relevant function calls to library-specific backends for inspection 
- Returns extracted dataflow graph with inspection results 
- Runtime overhead linear in the number of records


• Use cases: lineage tracking, sampling of intermediate outputs,  
tests for distribution changes
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age_group county
60 CountyA
60 CountyA
20 CountyA
60 CountyB
20 CountyB
20 CountyB

age_group county
60 CountyA
60 CountyA
20 CountyA

50% vs 50% 66% vs 33%

data = data[data.county = “CountyA”]



Example
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Thank you!

• Check out our paper for technical details


• Implementation & demo notebook for example available at  
 
https://github.com/stefan-grafberger/mlinspect  

• Next steps 
- Backends for more libraries (e.g. Tensorflow Transform) 
- Extend approach to distributed execution for SparkML 
- Study how well approach works on “code in the wild”
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https://github.com/stefan-grafberger/mlinspect

