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Machine Learning in the Real World
• ML used in critical decision-making processes


• If left unchecked, can often reproduce or even 
amplify pre-existing bias in the data, leading to 
unlawful discrimination 

• Ongoing efforts to mitigate with research on 
fairness and responsible data management
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“MIT Researcher Exposing Bias in Facial Recognition Tech”

https://www.insurancejournal.com/news/national/2019/04/08/523153.htm


Stoyanovich et al.: “Responsible data management,” Communications of the ACM, 2022




Data Quality & Fairness
• Production ML typically requires automated cleaning techniques


• Relationship between data quality & fairness unclear


• Research gap: research on joint cleaning and learning focuses on prediction 
accuracy only, while research on fairness ignores low-quality data or focuses 
on coverage only
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Schelter et al.: “Fairprep: Promoting data to a first-class citizen in studies on fairness-enhancing interventions”, EDBT, 2019


Chen et al.: “Why is my classifier discriminatory?”, NeurIPS, 2018



Automated Data Cleaning & Fair Decision-Making
• Goal: to obtain insights on the impact of data quality and automated data 

cleaning on fair decision-making 

• Challenge: no clean ground truth data available for datasets commonly used in 
fairness research, difficult to manually obtain such ground truth


• Research questions address two common stages of automated data cleaning:


• Error detection stage (RQ1): Does the incidence of data errors track 
demographic group membership in ML fairness datasets? 

• Data repair stage (RQ2): Do common automated data cleaning techniques 
impact the fairness of ML models trained on the cleaned datasets?
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Datasets & Error Detection Strategies
• Five benchmark datasets commonly used in 

fairness research


• Datasets partitioned into privileged group and 
disadvantaged group based on sensitive 
demographic attributes


• Common error detection strategies from 
previous work on joint cleaning and learning


• Missing values (NULL, NaN)


• Outliers (stddev, IQR, isolation forest)


• Label errors (cleanlab)
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Li et al.: “CleanML: A Study for Evaluating the Impact of  
Data Cleaning on ML Classification Tasks,” ICDE, 2019




RQ1: Incidence of Demographically Disparate Data Errors

• Compared fractions of tuples flagged by common error detection strategies for privileged  
and disadvantaged groups


• Found higher fraction of tuples with missing values for disadvantaged groups  
(in 14 out of 17 attributes)


• No clear evidence for disparity in other error types
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RQ2: Impact of Automated Data Cleaning on Fairness

• Experimental study adapted from CleanML benchmark


• Measured impact on accuracy and fairness of several hundred cleaning configurations 
over “dirty” baselines, trained and evaluated 26,400 models in total 

• Generated cleaning configurations from:


• 5 datasets with corresponding sensitive attributes, 3 ML models, 5 error detection 
strategies and corresponding repair methods (mean/mode/dummy imputation, flipping 
labels)


• Trained 100 models per configuration (20 train/test splits, 5 random seeds for 
hyperparameter search)


• Evaluated on accuracy and 2 fairness metrics (predictive parity and equal opportunity)
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Experimentation Framework
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Findings on the Impact of Auto-Cleaning
• Most of the time: non-negative impact on accuracy 

and insignificant impact on fairness


• Worrying finding: in cases where auto-cleaning 
impacts fairness, this impact is more likely to be 
negative than positive 


• Example - auto-cleaning label errors: strong positive 
impact on accuracy across all configurations, fairness 
impact highly dependent on chosen fairness metric


• More details and findings in the paper  
(including experimental results for intersectional  
group definitions)

9



Call To Action: Fairness-Aware Data Cleaning
• Need to think holistically about disparities in data quality, disparities in the 

effectiveness of data cleaning methods, and impacts of such disparities on ML 
model performance for different demographic groups 

• Need to support data scientists with principled methods for selecting appropriate 
cleaning procedures (many configurations do not negatively impact the fairness of 
model predictions) 


• Open questions and research directions 

• Obtain datasets with clean ground truth


• Evaluate more advanced data cleaning techniques


• Evaluate data from non-US sources
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Thanks!
• Code and results available at:  

 
https://github.com/amsterdata/demodq  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https://github.com/amsterdata/demodq

