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Recall: Bias in computer systems

Pre-existing is independent of an
algorithm and has origins in society

Technical is introduced or exacerbated
by the technical properties of an ADS

Emergent arises due to context of use

to fight bias, state
beliefs and
assumptions
explicitly
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The “last-mile” view of responsible Al

where did the data
come from?

what happens
inside the box?

how are results
used?
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Data lifecycle of an ADS

_ | sharing
- annotation

analysis
- validation

@Falaah
- acquisition

curation

,@\

querying
ranking
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Understand your data!

% CRA

Computing Research
Association

“Given the heterogeneity of the flood of data, it is not enough merely to
record it and throw it into a repository. Consider, for example, data
from a range of scientific experiments. If we just have a bunch of data
sets in a repository, it is unlikely anyone will ever be able to find, let
alone reuse, any of this data. With adequate metadata, there is some

hope, but even so, challenges will remain due to differences in
experimental details and in data record structure.”

center

https://cra.org/ccc/wp-content/uploads/sites/2/2015/05/ 800,
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Understand your data!

2.2 Big data

In the analog age, most of the data that were used for
social research was created for the purpose of doing
research. In the digital age, however, a huge amount of
data is being created by companies and
| governments for purposes other than research,
MATTHEW J. SALGANIK - such as providing services, generating profit, and
administering laws. Creative people, however, have
realized that you can repurpose this corporate and
government data for research.
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https://www.bitbybitbook.com/en/1st-ed/observing-behavior/data/

Understand your data!

2.2 Big data

.. from the perspective of researchers, big data
sources are “tfound,” they don't just fall from the sky.
Instead, data sources that are “found” by researchers

are designed by someone for some purpose.
g Because “found” data are designed by someone, |
"*""E"J mm-x- always recommend that you try to understand as
much as possible about the people and processes
that created your data.

la nk DIGIYAI. AGE
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https://www.bitbybitbook.com/en/1st-ed/observing-behavior/data/

Understand your data!

Need metadata to:
e cnable data re-use (have to be able to find it!)
e determine fithess for use of a dataset in a task

e help establish trust in the data analysis process and its
outcomes

Data is considered to be of high quality if it’s “fit for intended
uses in operations, decision making and planning”

[Thomas C. Redman, “Data Driven: Profiting from Your Most Important Business Asset.” 2013]
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NYC Open Data

NYE OpenData Mome  Data  About -+  Learn -  ContactUs | Signin

Open Data for All
New Yorkers

| \
Learn about the next decade of NYC Open Data,
and read owr 2021 Report

Search Open Data for things like 311, Buildings,

How You Can Get Involved Discover NYC Data
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https://opendata.cityofnewyork.us/

NYC Open Data

SAT (College Board) 2010 School Level Results Fducation ® Data reéshness
" New York City schocl level College Board SAT results for the graduating seniors of 201 \' Updated 1
Records contain 2010 College-bound seniors mean SAT scores. summarv AM /' /'0 e
j'Remrds W|rh H or fewer srudents are suppre«ed (marked sy prlvacy

(‘ollog‘ bmmd seniors are tl"o“o fmdontf' that mmoloto tho SAT Quo stionnaire when they pOpUlanty
register for the SAT and identify that they will graduate from high school in a specific year. For

example, the 2010 college-bound seniors are those students that self-reported they would

graduate in 2010. Students are not required to complete the SAT Questionnaire in order to

register for the SAT. Students wha da not indicate which year they will graduate from high

school will not be included in any college-bound senior report.

Students are linked to schools by identifying which school they attend when registering for a
College Board exam. A student is only included in a school's report if he/she self-reports being
enrolled at that Cchool

Ddtd Lolleued d 1J proLessed bv Lhe Cullege BJdld r, source
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https://opendata.cityofnewyork.us/

About this Dataset

Updated

April 25, 2019

Data Last Updarod Metadata Last Updamd

Februzry 25,2072  April 25,2079

Date Created
October 6, 2011

Views Downloads

285K  48.4K

Data Provided by Dataset
Department of Education Oowner
(DCE) NYC OpenData

Update

Update Frequency
Autemation

Date Made Public
Dataset Information
Agency
Attachments
L SAT Data Dicticnary.xlsx
Topics

Caregory

Tags

https://opendata.cityofnewyork.us/

Histerica! Datz

Department of Education (DOE)

Education

This dataset does not have any tags
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https://opendata.cityofnewyork.us/

NYC Open Data

What's in this Dataset?

Rows Columns

460 6

Columns in this Dataset

Column Narmes Cescrichon Iype

DBN PlainText T
School Name Plain Text T
Number of Test Takers Number ¥
Critical Reading Mean Number 4
Mathematics Mean Number ¥
Writing Mean Number L
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https://opendata.cityofnewyork.us/

NYC Open Data

What's in this Dataset?

Rows Columns

460 6

Columns in this Dataset

Column Narmes Cescrichon Iype

DBN PlainText T
School Name Plain Text T
Number of Test Takers Number ¥
Critical Reading Mean Number 4
Mathematics Mean Number ¥
Writing Mean Number L
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https://opendata.cityofnewyork.us/

NYC Open Data
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https://opendata.cityofnewyork.us/

Data profiling

e Data profiling refers to the activity of creating small but
informative summaries of a database

e \What is informative depends on the task, or set of tasks, we

CAICH-22

' . l" )
y _“\ \\.\ 3
o) &

JOSEPH HELLER

should profiling be task-agnostic or task-specific?

A related activity is data cleaning
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Data cleaning

Data cleansing or data cleaning is the process of

detecting and repairing corrupt or inaccurate records from
a data set in order to improve the quality of data.

Erhard Rahm, Hong Hai Do: Data Cleaning: Problems and Current
Approaches, IEEE Data Engineering Bulletin, 2000.

... data is generally considered high quality if it is "fit for [its]
intended uses in operations, decision making and planning”

Thomas C. Redman, Data Driven: Profiting from Your Most Important
Business Asset. 2013

Even though quality cannot be defined, you know what it is.
Robert M. Prisig, Zen and the Art of Motorcycle Maintenance, 1975

center
for

slide by Heiko Mueller g?sponsible




Data cleaning

52,423 vieves | Ma 23, 2014, N3 22am F()rl)es

Cleaning Big Data: Most Time-

What data scientists spend the most time doing

Consuming, Least Enjoyable Data = natei
Science Task, Survey Says > Colrma

Spend most time doing
Collecting data (19%)
Cleaning and organizing data (60%)

What'’s the least enjoyable part of data science?

Find least enjoyable
Collecting data (21%)
Cleaning and organizing data (57%)
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DB (databases) vs DS (data science)

:;“ IDEAL
"" PERFECT
\_ 4:\:, CAT

i & 4 IMPERFECT
®. B o

https://midnightmediamusings.wordpress.com/
2014/07/01/plato-and-the-theory-of-forms/

e DB: start with the schema, admit only data that fits; iterative
refinement is possible, and common, but we are still schema-first

e DS: start with the data, figure out what schema it fits, or almost fits -
reasons of usability, repurposing, low start-up cost

the “right” approach is somewhere between these two, data profiling
aims to bridge between the two world views / methodologies

center
for

[Abedjan, Golab & Naumann (2017)] g?sponsible




Data profiling

Partial
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An alternative classification

Loo) IDEAL
"" PERFECT
\_ 4:}:, CAT

‘\, £y 2 IMPERFECT
(A4 YL CATS

¢ To help understand the statistics, we look at value ranges, data types,
value distributions per column or across columns, etc

¢ To help understand the structure - the (business) rules that generated
the data - we look at unigue columns / column combinations,
dependencies between columns, etc - reverse-engineer the relational
schema of the data we have

¢ \We need both statistics and structure, they are mutually-reinforcing, and
help us understand the semantics of the data - it's meaning
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Data profiling
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Single column: cardinalities, data types

e cardinality of relation R - number of rows

e domain cardinality of a column R.a - number of distinct values
e attribute value length: min, max, average, median

e basic data type: string, numeric, date, time, ....

e number of percentage of null values of a given attribute

. Ccenter
for

[Abedjan, Golab & Naumann (2017)] g?sponsible




NYC Open Data
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https://opendata.cityofnewyork.us/

The trouble with null values

A CRrRITIGQUDE 0 F

THE S @ L DATABASE LANGUAGE

E.J.Date

FD Box 2647, Sarataoga
Calitornia 22070, USA

¥ Null values December 19873

I have argued against null values at 1ength elsewhere {61, and I
will not repeat those arguments here.

‘éﬁisfiﬁg“’

e

d-éenﬁ”prbhef”y‘ nght”f”rodqhﬁlh%'ﬁhe ; ”fit

65 S = ‘_ oz e o ,,,.. Y b - i - 2 . ” .G Rl =

Miscel lanecus Items”, earlier). Far example, the fact that
functions such as AVG simply ignore null values in their argument
violates what should surely be a fundamental principle, viz: The
“spe@A.ahouyqf_never_.roduceﬁa (sauriouslu)A-rec1seAanswer_tn__a

“{east the system should affer the user the enxplicit option
either to ignore nulls or tao treat their presence as an
exception.
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50 shades of null

e Unknown - some value definitely belongs here, but | don’t know what it is
(e.g., unknown birthdate)

e |napplicable - no value makes sense here (e.qg., if marital status = single
then spouse name should not have a value)

¢ Unintentionally omitted - values is left unspecified unintentionally, by
mistake

e Optional - a value may legitimately be left unspecified (e.g., middle name)

e |ntentionally withheld (e.g., an unlisted phone number)

(this selection is mine, see reference below for a slightly different list)

https://www.vertabelo.com/blog/technical-articles/50-shades-of-null-or-how-a-billion-
dollar-mistake-has-been-stalking-a-whole-industry-for-decades
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50 shades of null... and it gets worse

e Hidden missing values -
e 000909 for zip code, Alabama for state
* need data cleaning....

e |ots of houses in Philadelphia, PA were built in 1934
(or 19367) - not really!

how do we detect hidden missing values?

. Ccenter
for
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Single column: cardinalities, data types

* regular expressions

e semantic domain: SSN, phone number

. Ccenter
for
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Regular expressions

e some attributes will have values that follow a regular
format, e.g, telephone numbers: 212-864-0355 or
(212) 864-0355 or 1.212.864-0355

e we may want to identity a small set of regular
expressions that match all (or most) values in a
column

e challenging - very many possibilities!

A regular expression, regex or regexp ... IS a sequence

of characters that define a search pattern. Usually this pattern is
used by string searching algorithnms for “find” or “find and
replace” operations on strings, or for input validation. It is a
technique that developed in theoretical computer

science and formal language theory.
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https://en.wikipedia.org/wiki/Regular_expression

Inferring regular expressions

e we may want to identify a small set of regular

- -
expressions that match all (or most) values in a column

(201) 368-1000

e challenging - very many possibilities! (201) 373-9599
(718) 206-1088

(718) 206-1121

Example Regular Expression Language (718) 206-1420
Matches any character

abc  Sequence of characters

[ abc ] Matches any of the characters inside [ ]

(718) 206-4420

(718) 206-4481

Previous character matched zero or more times (718) 262-9072
0 . .
: Previous Charaqt_er matched.zero or one time TS BEE-R50
{m}  Exactly m repetitions of previous character
A Matches beginning of a line (LR ZE=se
$ Matches end of a line (814) 681-6200
\d Matches any decimal digit

: (888) 8NYC-TRS

\s Matches any whitespace character

\w Matches any alphanumeric character 800-624-4143
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Oakham’s razor

Lex parsimoniae

It multiple hypotheses explain an
observation, the simplest one should
be preferred.

Ockham’s motivation: can one prove the
existence of God?

Used as a heuristic to help identify a
promising hypothesis to test

Many applications today: biology,
probability theory, ethics - also good for
inferring regular expressions :)
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https://en.wikipedia.org/wiki/William_of_Ockham#/media/File:William_of_Ockham.png
https://en.wikipedia.org/wiki/William_of_Ockham

Inferring regular expressions

Simple Algorithm
(1) Group values by length

(2) Find pattern for each group

800-624-4143 ¢ |gnore small groups
(201) 373-9599 ¢ Find most specific character at each position
(201) 368-1000 (12, 0 1) 3,6 8 1.0 0 O
(718) 206-1088 ([2[0])1]) 2,0 6 1.0/ 8 8

(|7 1.8 ) 2 0 6 1111211
(718) 206-1121

(17 1.8) 2 0 6 1. 4/210
(718) 206-1420

(|711]8]) 2 0 6 4 4 20
STEE)) o=t (|711]8]) 2 0/6 4 4|8 1
(718) 206-4481 (171 .8) 2 6 2 9 0 7 2
(718) 262-9072 (|7 1.8 ) 8 6 8 2.3 0 0
(718) 868-2300 (|7 1,8 ) 2 0 6 0/ 5 4 5
(718) 206-0545 ([8]1]4]) 6 8 1 6 2 0 0

(/8 8 8 ) 8 N Y C T R S
(814) 681-6200

( [\d|\d]|N\d]) dwlwl| .. [ ww]w

(888) 8NYC-TRS
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Inferring regular expressions

Simple Algorithm
(1) Group values by length

(2) Find pattern for each group

800-624-4143 ¢ |gnore small groups
(201) 373-9599 . ¢ Find most specific character at each position

(201) 368-1000
(718) 206-1088 - . g
ignoring small groups: alternatives?
(718) 206-1121

(718) 206-1420

(718) 206-4420 = ([ |\d ] ) \d

\wl\w]| . S l\Ww | \w | \w

(718) 206-4481
(718) 262-9072 (\d{3}) \d\w{2}.{2}\w{3}
(718) 868-2300
(718) 206-0545

(814) 681-6200

(888) 8NYC-TRS
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Single column: basic stats, distributions

® min, max, average, median value of R.a

* histogram

e cqui-width - (approximately) the same number of distinct values in each
bucket (e.g., age broken down into 5-year windows)

e cqui-depth (approximately) the same number of tuples in each bucket

e Diased histograms use different granularities for different parts of the
value range to provide better accuracy

e quartiles - three points that divide the numeric values into four equal
groups - a kind of an equi-depth histogram

e first digit - distribution of first digit in numeric values, to check Benford law

center
for |
responsible
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The well-chosen average

] 1 HOW TO

¥ LIE WITH

$15,000

e STATINTICS
%4Ammmmcu AVERAGE Darrell Huff
$5.700

$5,000

$3,700 _—
. i the widdle
ﬁ+MEDMN G;:z::m, 1zbdm)
$3,000 Over Half a Million Copies Sold—

ﬁiﬁ%@%%ﬁ% % :‘ *('%?"b'mggg) An Honest to Goodness Bestseller
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Is my data biased? (histograms + geo)

Albany ; Lefayvetle

S ooy = - AOR L o Estimated number of drug

B e o TV users, based on 2011 National
: Survey on Drug Use and

‘ Health, in Oakland, CA
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Is my data biased? (histograms + geo)
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Number of days with targeted
policing for drug crimes in
areas flagged by PredPol
analysis of Oakland, CA,
police data for 2011
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Targeted policing for drug
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Is my data biased? (histograms + geo)
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Number of drug arrests made
by the Oakland, CA, police
department in 2010
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Benford Law

The distribution of the first digit d of a number, in many naturally
occurring domains, approximately follows 1

P(d)=log | 1+ 7

3 T ! : ! ! ! T
30 - -
251 .

20 f---- _
1 1s the most

frequent leading
digit, followed by
2, etc.

P_k[%]

15

10 p=-u-

https://en.wikipedia.org/wiki/Benford%27s_law
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Benford Law

The distribution of the first digit d of a number, in many naturally
occurring domains, approximately follows 1

P(d)=log | 1+ 7

Holds if log(x) is uniformly distributed. Most accurate when values are
distributed across multiple orders of magnitude, especially if the process
generating the numbers is described by a power law (common in nature)

. .O‘?p'?l > " " " .:{ .9‘1 . " " " AyP‘g‘ol
o —p——— v e ——— M P — T

.2 3 C405C06 0B < 3 4 5 & g 20 i 40 50 &0 a0

J.1 1 10 100

A logarithmic scale bar. Picking a random x position uniformly on this number
line, roughly 30% of the time the first digit of the number will be 1.

https://en.wikipedia.org/wiki/Benford%27s_law
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https://en.wikipedia.org/wiki/Logarithmic_scale
https://en.wikipedia.org/wiki/Uniform_distribution_(continuous)

Examples of Benford Law

40,0

e gsurface area of 355 rivers

35,0

30,0

e sizes of 3,259 US populations

25,0
e 104 physical constants 20,0
15,0

e 1,800 molecular weights

10,0

e 308 numbers contained in an .
iIssue of Reader’s Digest °'°

1 2 J B S <) 7 8 2

% 1st dimt of The 335 NIS| physical constarts % 2xpectad by Henforc'f Qw

e Street addresses of the first

342 persons listed iq ohysical constants
American Men of Science

used in fraud detection!
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This week’s reading

Taming Technical Bias in Machine Learning Pipelines *

Sebastian Schelter Talia Stoyvaronvick
Lniversity of Amsterdem & Ahold Delbaizc New Yook Linversty
Amsterdam, The Netherlands New York, NY, USA
s.scheiter@ava.nl stoyarovich @nyun.ocu
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The “last-mile” view of responsible Al

where did the data
come from?

B
2
4
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what happens
inside the box?

how are results
used?
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Zooming out to the lifecycle view

analysis
- validation
, | sharing . querying
- annotation il b ranking
- acquisition /

curation

. . | . Ccenter
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Bias in computer systems

Pre-existing is independent of an

-
algorithm and has origins in society il
é -_.'_'j:j’.l".':}
Technical is introduced or exacerbated ‘?/WC QY
by the technical properties of an ADS X
D 2
Emergent arises due to context of use gLy >
A

. center

responsible
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Model development lifecycle

Goal Problem

women are offered a lower salary
than they would expect, potentially
reinforcing the gender wage gap

design a model to predict an

appropriate level of compensation
for job applicants

demographics

interpolate
missing tune &
validate
r
employment »
select \
model
\
center

r ai igrsponsible

[Schelter, He, Khilnani, Stoyanovich (2020)] ai



Missing values: Observed data
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Missing values: Imputed distribution

. Ccenter
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Missing values: True distribution

NEHR 30N HW8vyy
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Recall: 50 shades of null

e Unknown - some value definitely belongs here, but |
don’t know what it is (e.g., unknown birthdate)

e [napplicable - no value makes sense here (e.g., it
marital status = single then spouse name should not
have a value)

e Unintentionally omitted - values is left unspecified
unintentionally, by mistake

should we be
filling these in?
e Optional - a value may legitimately be left unspecified if so, how?

(e.g., middle name)

e [ntentionally withheld (e.g., an unlisted phone number)

. t
https://www.vertabelo.com/blog/technical-articles/50-shades-of-null-or-how- r al ?grn =

responsible
ai
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Missing value imputation

are values missing at random (e.g., gender,
age, disability on job applications)?

are we ever interpolating rare categories
(e.g., Native American)

are all categories represented (e.g., non-gs
binary gender)? :

responsible
ai



Data filtering

“filtering” operations (like selection and join), can arbitrarily change
demographic group proportions

select by zip code, country, years of C++ experience, others?

age_group county

o0 CountyA age_grou count

60 CountyA 9 _69:) P Counti

20 CountyA —) .
60 CountyA

60 CountyB 20 CountvA

20 CountyB SelLL

20 CountyB 66% vs 33%

50% vs 50%
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Data filtering

“filtering” operations (like selection and join), can arbitrarily change
demographic group proportions

select by zip code, country, years of C++ experience, others?

- ™
patients
ssn race
000-00-0001 |  white
000-00-0002 | black 4 result b
000-00-0003 |  white
"2 ..f { Join 1 ssn spent | race
an 55 .
000-00-0001 | 10,0008 | white
é healthcare spending A
000-00-0003 | 8,0008 | white
- ey
ssn spent

000-00-0001 | 10,0003

000-00-0003 | 8,000%
pS /
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Data distribution debugging: mlinspect

Potential issues Python script for preprocessing, written exclusively Corresponding dataflow DAG for
in preprocessing with native pandas and sklearn constructs instrumentation, extracted by mlinspect
pipeline: # load input data sources, join to single table

patients = pandas.read csv(..)

; : histories = pandas.read csv(..) Aggregate ]
Join might : data = pandas.merge([patients, histories], on=['ssn']) group by age_group
change proportions S
of groups in data # compute mean complications per age group, append as column Join on age_group

complications = data.groupby('age group')

) , .agg(mean_complications=('complications', 'mean')) . . . , )
Column "age_group data = data.merge(complications, on=['age group']) Declarative m_SpeCt_'on_ [ Project comp. J{ Project mean. |
propcted out, _bUt # Target variable: people with frequent complications of preprocessing plpellne Project label
required for fairness | datal'label'] = data['complications'] > v

6 ~. < 1.2 * data['mean complications'] M Project

. : . . . . PipelineInspector ker, last , ty,
Selection mlght_ \# Project data to subset of attributes, filter by counties _oﬁ_pipelinz('health.py') n_sc"ﬁﬁ’dreern,arZQ:Tnecocrﬁg?ébeu
change proportions data = datal[l SmOKe;'id last_name', ‘county’, Label']] [ .no_bias_introduced for( f> .
: ‘num_children', 'race', 'income', 'label’ ['age group', 'race'l) Filt

of Qretfps In data data = data[data['county'].isin(counties of interest)] .no_illegal features()

A ) . ) . .no_missing embeddings() | = —=ll. .
Imputation might # Define a nested feature encoding pipeline for the data .verify() Spitt f""ﬁaﬁﬁ -------- :
change proportions impute_and_encode = sklearn.Pipeline([ L Testset

) (sklearn.SimpleImputer(strategy='most frequent')),
of groups in data (sklearn.OneHotEncoder())])

N
featurisation = sklearn.ColumnTransformer(transformers=[ Project || Project [PFOJ'?Ct] Project || Project || Project | | Project
‘race’ as a feature ; (impute and encode, ['smoker', 'county', 'race'l), smoker | |[lastname|| n_child. \lncome) county) race label
. . I (Word2VecTransformer(), 'last name')
might be illegal! (sklearn.StandardScaler(), ['num children', 'income']]) Y \ A Y ¥ Y
0 ——— 2 ) o ) ) Impute|| Embed Scale Scale || Impute ||Impute
. # Define the training pipeline for the model smoker | | lastname || n_child. || income || county || race
Embeddlng vectors neural net = sklearn.KerasClassifier(build fn=create model()) - < - <\
may not be available | pipeline = sklearn.Pipeline([ Y v \

('features', featurisation),
('learning algorithm', neural net)])

s N (-
Encode| [Encode
county

Encode
smoker

for rare names!

# Train-test split, model training and evaluation
train data, test data = train test split(data)
model = pipeline.fit(train data, train data.label)
print(model.score(test data, test data.label))

Concatenate

Learner
Neural Network

center
for
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Impact of automated data cleaning on fairness

Automated Data Cleaning Can Hurt Fairness
in ML-based Decision Making

Shubha Guha Falaah Arif Khan Julia Stoyanovich Sebastian Schelter
s.guha@uva.nl la2161 @nyu.cdu stoyanovich@nyu.cdu s.schelier@uvaanl
University of Amsterdam New York Tiniversity New York University University of Amsterdam

auto-clcaning makes

fairness worse | fairness better  fairness & accuracy
model better
xghoost 21.2% (45) 10.8%: (23) 6.6% (14)
knn 24.5% (52) 13.7% (29) 11.8% (25)
] log-reg 19.8% (42) 12.3% (26) 7.5% (16)
ongoing TABLE V
work IMPACT OF AUTO-CLEANING ON ACCURACY AND FAIRNESS FOR

DIFFERENT ML MODELS ON 212 CONFIGURATIONS IN TOTAL. WE LIST
CASTIS WHIERT FAIRNTISS GIETS WORST, FAIRNTSS GETS BETTER., AND
WHIERT BOTH TAIRNESS AND ACCURACY GIT BETTER. AUTO-CLEANING
IS MORE LIKELY TO WORSEN TIHAN TO IMPROVE FAIRNESS ACROSS ALL
MODIL.S.

https://github.com/amsterdata/demodag
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Data quality and fairness

e poor-quality data can hurt ML model accuracy

e data from historically disadvantages groups
may suffer from poorer quality

e systematic differences in data quality may hurt
performance of predictors - a fairness concern

' ' ' B Male [ Female
demographic group membership in ML co.00cs
fairness datasets?

40.00%

20.00%

0.00%
folk adult
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Data quality and fairness

e poor-quality data can hurt ML model accuracy

e data from historically disadvantages groups
may suffer from poorer quality

® systematic differences in data quality may hurt Impact on Faimess of Automatic Cleaning of Missing Values
performance of predictors - a fairness concern

besller

e RQ1: Does the incidence of data errors track
demographic group membership in ML
fairness datasets?

¢ RQ2: Do common automated data cleaning
technigues impact the fairness of ML models
trained on the cleaned datasets? nsignicant

center
for
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Sound experimentation

"A theory or idea shouldn’t be
scientific unless it could, in
principle, be proven false.”

Karl Popper

¢ software-engineering and data science best-practices
e data isolation: training / validation / test
e accounting for variability when observing trends

e tuning hyper-parameters: for what objective”
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Classification of data profiling tasks

[Abedjan, Golab, Naumann; SIGMOD 2017]

Cardinalities
Sinele column Patterns and
e 3 - - & data types
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2 1 a 1 1 ¢fi8w? 8 0 1
2 F a 2 1 R 14 0 1 Value
4 : a 2 1 shee 2 0 1 o
5 C ad 1 2 12aTs 43 0 i R R R e o R P A S S R P T sy
7 5 a 1 3 BT a4 0 1 : - %
5 i il ] 1 i a 0 3 — . 5
9 3 3 1 2 5 a3 0 1 S Key discovery
10 s g 3 1 uhawss 2 v 3 o
11 10 a 3 1 31088 27 0 4 O :
12 1 1 3 2 EpNTE 37 0 1 el b,
14 1 (1 ? 1 11004 47 0 4 11
14 13 1 3 1 668 ” 0 ] O Conditional 3
15 1= dg 2 1 Zf2ues o 0 E) 3
15 15 a 4 4 125 7 0 1 (0] 3
17 15 a 2 1 6280 25 0 10 —
15 1, a 3 1 LR 1 0 5 Partial g
19 18 a 3 1 1S 3 0 3 (q8] 2
20 1= g 2 EN TS [ 0 3 I T
21 i 3 2 L 2234 2L 0 9 D S I— —
22 1 a 3 1 iseEs 7 0 2 Foreign key
23 1 3 I SI20A 2! 0 4 .
22 1 3 1 1 13 24 ) 4 discovery
25 = dg 3 3 /i rs 43 0 p
6 a 1 I B¢ 2 0 3 : .
27 % 2 2 1 ywee 7 0 3 Multiple columns Inclusion o
2F, 7 1 3 1 23T T3 0 3 . Conditional
== : - . e ae n - dependencies

relational data (here: just one table)

Conditional

Functional
dependencies
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Discovering unigues

Given a relation schema R (A, B, C, D) and a relation instance r, a unique
column combination (or a “unique” for short) is a set of attributes X whose
projection contains no duplicates in r

Episodes(season,num,title,viewers) Projection is a relational

mm_m algebra operation that takes as

iInput relation R and returns a

Winter is Coming 2.2 M _ .
_ new relation R’ with a subset of
1 2 The Kingsroad 2.2 M
the columns of R.
2 1 The North Remembers 3.9 M

(Episodes) m_  (Episodes) 7. (Episodes)

Season ,

Winter is Coming

1 The North Remembers
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Discovering unigues

Given a relation schema R (A, B, C, D) and a relation instance r, a unique
column combination (or a “unique” for short) is a set of attributes X whose
projection contains no duplicates in r

Episodes(season,num,title,viewers) Projection is a relational

mm_m algebra operation that takes as

iInput relation R and returns a

Winter is Coming 2.2 M _ .
_ new relation R’ with a subset of
1 2 The Kingsroad 2.2 M
the columns of R.
2 1 The North Remembers 3.9 M

e Recall that more than one set of attributes X may be unique

e |t may be the case that X and Y are both unique, and that they
are not disjoint. When is this interesting”?
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Discovering unigues

R (A, B, C, D) attribute lattice of R
ABCD (4]
=1
%\ 4
ABC ABD  BCD  ACD n

=4
W >
/4\

AB AC BC BD CD AD

WKAAT i

A B C D -

I
@)

1

What’s the size of the attribute lattice of R?
Look at all attribute combinations?
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Discovering unigues

R (A, B, C, D) attribute lattice of R

ABCD

ﬁ\

ABC ABD BCD ACD

[REZISA

AB AC BC BD CD AD

A B C D

e [f X is unique, then what can we say about its superset Y?

e [f X is non-unigue, then what can we say about its subset Z”
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Discovering unigues

Given a relation schema R (A, B, C, D) and a relation instance r, a unique
column combination (or a “unique” for short) is a set of attributes X whose
projection contains no duplicates in r

Given a relation schema R (A, B, C, D) and a relation instance r, a set of
attributes Yis non-unique if its projection contains duplicates in r

ABCD
X is minimal unique if every subset Y ABC ABD BCD  ACD

of X is non-unique W

Y is maximal non-unique if every AB AC BC BD CD AD

superset X of Yis unique W
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From uniques to candidate keys

Given a relation schema R (A, B, C, D) and a relation instance r, a unique
column combination is a set of attributes X whose projection contains no
duplicates in r

Episodes(season,num,title,viewers)

Winter is Coming 2.2 M
1 2 The Kingsroad 2.2 M
2 1 The North Remembers 3.9 M

A set of attributes is a candidate key for a relation if:
(1) no two distinct tuples can have the same values for all key attributes
(candidate key uniquely identifies a tuple), and
(2) this is not true for any subset of the key attributes (candidate key is minimal)

A minimal unique of a relation instance is a (possible) candidate key of the
relation schema. To find all possible candidate keys, find all minimal unigues in a
relation instance.
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The early days of data mining

* Problem formulation due to Agrawal, Imielinski, Swami, SIGMOD 1993

* Solution: the Apriori algorithm by Agrawal & Srikant, VLDB 1994

* Initially for market-basket data analysis, has many other applications,
we’ll see one today

* We wish to answer two related questions:
* Frequent itemsets: \Which items are often purchased together, e.g., milk
and cookies are often bought together

» Association rules: Which items will likely be purchased, based on other
purchased items, e.q., if diapers are bought in a transaction, beer is also
likely bought in the same transaction
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Market-basket data

o I={i, i, ..., i.}Iisthe set of available items, e.g., a product catalog of a store
e XC lisanitemset, e.g., {milk, bread, cereal}

e Transaction tis a set of items purchased together, t € I, has a transaction id
(TID)

t,. {bread, cheese, milk}
t,. {apple, eggs, salt, yogurt}
t; {biscuit, cheese, eggs, milk}

e Database T is a set of transactions {t,, t,, ..., t }

* Atransaction t supports an itemset Xif Xc t

e |temsets supported by at least minSupp transactions are called frequent
itemsets

minSupp, which can be a number or a percentage, is specified by the user
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itemset support
TID ltems F

A
1 A ‘A*( B 3
2 AC C 4
D ]
3 ABD HOAB 3
4 AC YW AC 4
A D 1

5 A B

c % BC 2
6 ABC B D 1
: . CD 0
minSupp = 2 transactions + ABC >
ABD 1
How many possible itemsets are there BCD 0
(excluding the empty itemset)? ACD 0
ABCD 0

24 - 1= 15
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Association rules

An association rule is an implication X —= Y, where X, YCl,and XNY =O

example: {milk, bread} — {cereal}

“A customer who purchased X is also likely to have purchased Y in
the same transaction”

we are interested in rules with a single item in Y
can we represent {milk, bread} — {cereal, cheese}?

Rule X — Y holds with support supp in T it supp of transactions contain
XUY

Rule X — Y holds with confidence confin T it conf % of transactions that
contain X also contain Y

conf = Pr(Y | X)
conf (X —=Y) =supp (X U Y) / supp (X)
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Association rules

minSupp = 2 transactions itemset support
minConf = 0.75 6

A

% B 3
supp = 3 * C 4

A—=B conf=3/6=0.5
B—>A conf=3/3=1.0v¥¢ \* ADB ;
Supp = 2 * AC 4
B—C conf=2/3=0.67 / AD 1
C—-B conf=2/4=0.5 * BC o
supp = 4 / BD 1
A—C conf=4/6=0.67 CD 0
c-A conf=4/4=10% Y ABC 2
> ABD 1

SUpp =

AB—C conf=2/3=0.67 E\gg 8
0

AC—B conf=2/4=0.5

ABC
BC—>A conf=2/2=1.0v¢ conf(X — Y) = supp (X UY)/supp (X)
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Association rule mining

e (oal: find all association rules that satisfy the user-
specified minimum support and minimum confidence

e Algorithm outline
e Step 1: find all frequent itemsets

e Step 2: find association rules

e TJake 1: naive algorithm for frequent itemset mining
e Enumerate all subsets of I, check their supportin T

e What is the complexity?
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Key idea: downward closure

Hemset J——— "All subsets of a frequent itemset X are“
A 5 i themselves frequent '
z B 3 So, if some subset of X is infrequent,
C 4 . then X cannot be frequent, we know
D ] \. this apriori
Y% AC 4
AD 1 %\
Y BC o ABC ABD  BCD  ACD
BD 1
CD o)
W ABC 2 AB AC BC BD CD AD
ABD 1
ACD o)
ABCD 0 A B C D

The converse is not true! If all subsets of X are
frequent, X is not guaranteed to be frequent
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The Apriori algorithm

Algorithm Apriori(T, minSupp)
F, = {frequent 1-itemsets}; + é‘ g
for (k=2; F _, # O; k++) do * 4

C, < candidate-gen(F, ,); D ]

for each transaction t € T do z 2 CBJ i

for each candidate c € C, do AD 1

if c is contained in t then % BC 2
c.count++; g B (1)

end H ABC >

end ABD 1

F. & {ce C, | c.count > minSupp} E\ g :D) 8
end ABCD 0

return F < U, F,;
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Candidate generation

The candidate-gen function takes F, , and returns a superset

(called the candidates) of the set of all frequent k-itemsets. [t
has two steps:

Join: generate all possible candidate itemsets C, of length k

Prune: optionally remove those candidates in C, that have
infrequent subsets ABCD

%\

ABC ABD BCD ACD

[REZZISA

AB AC BC BD CD AD
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Candidate generation: join

Insert into C, ( A 6

select p.item,, p.item,, .., p.item_,, q.item , B 3
From Fre1 Py Frar C 4
where p.i1tem; = g.1tem; ADB ;
and p.1tem, = g.1tem, AC 4
and A D 1
and p.item,_, < g.1tem ) BC 2
BD 1

CD 0

Flasp Flasq *ﬁgg ?
A BCD 0

A ACD 0
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Candidate generation: join

Insert into C, ( A 6

select p.item,, p.item,, .., p.item_;, q.item , B 3
from Fier P Frer @ 8 4
where p.i1tem; = gq.1tem; AR :13
and p.1tem, = g.1tem, AC 4
and A D 1
and p.item, _, < q.1tem ) BC 2
BD 1
CD 0
W ABC 2
F, as p F, as ¢ ABD 1
0
A B 0
A C 0

B C
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Candidate generation

Assume a lexicographic ordering of the items

Join
Insert into C, (
select p.item;, p.1tem,, .., p.1tem_,, g.1tem,_,

from Fier Ps Fra1 Q

where p.1tem; = g.1tem;

anc p.1tem, = g.1tem,

and

and p.item_; < g.item_,) why not p.item,_; # g.item;_,?
Prune

for each cin C, do
for each (k-1) subset s of c do
if (s notin F, ;) then
delete c from C,
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Generating association rules

Rules = &

for each frequent k-itemset X do
for each 1-itemset A ¢ X do
compute conf (X / A > A) =supp(X) / sup (X / A)
if conf (X/ A - A) > minConf then
Rules < “X/ A > A"
end
end
end
return Rules
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Performance of Apriori

e T[he possible number of frequent itemsets is
exponential, O(2m), where m is the number of items

e Apriori exploits sparseness and locality of data

e Still, it may produce a large number of rules:
thousands, tens of thousands, ....

e 50, thresholds should be set carefully. What are
some good heuristics?
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Discovering unigues

Given a relation schema R (A, B, C, D) and a relation instance r, a unique
column combination (or a “unique” for short) is a set of attributes X whose
projection contains no duplicates in r

Given a relation schema R (A, B, C, D) and a relation instance r, a set of
attributes Yis non-unique if its projection contains duplicates in r

ABCD
X is minimal unique if every subset Y ABC ABD BCD  ACD

of X is non-unique W

Y is maximal non-unique if every AB AC BC BD CD AD

superset X of Yis unique W
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[Abedjan, Golab, Naumann; SIGMOD 2017]

Output

maximal

non-unique
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From uniques to candidate keys

Given a relation schema R (A, B, C, D) and a relation instance r, a unique
column combination is a set of attributes X whose projection contains no
duplicates in r

Episodes(season,num,title,viewers)

Winter is Coming 2.2 M
1 2 The Kingsroad 2.2 M
2 1 The North Remembers 3.9 M

A set of attributes is a candidate key for a relation if:
(1) no two distinct tuples can have the value values for all key attributes
(candidate key uniquely identifies a tuple), and
(2) this is not true for any subset of the key attributes (candidate key is minimal)

A minimal unique of a relation instance is a (possible) candidate key of the
relation schema. To find such possible candidate keys, find all minimal uniques in a
given relation instance.
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Apriori-style uniques discovery

[Abedjan, Golab, Naumann; SIGMOD 2017]

A minimal unique of a relation instance is a (possible) candidate key of the
relation schema.

Algorithm Uniques // sketch, similar to HCA

U, = {1-uniques} N, ={1-non-uniques}
for (k=2; N, # @; k++) do

C, < candidate-gen(N, ,)

U, < prune-then-check (C,)

// E)rune candidates with unique sub-sets, and with value distributions
hat cannot be unique

// check each candidate in pruned set for uniqueness
end

breadth-first bottom-up strategy for attribute lattice traversal
return U <= U, U,;
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Responsible Data Science
The data science lifecycle

Thank you!
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