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Motivation



Fairness Metrics — composed of group-specific error metrics*

Equal opportunity = True Positive Rate (dis) - True Positive Rate (priv)

Statistical Parity Difference = Positive Rate (dis) - Positive Rate (priv)

Disparate Impact = Positive Rate (dis) / Positive Rate (priv)

Accuracy Parity = Accuracy (dis) - Accuracy (priv)

*Ratio or difference between a base measure computed on priv and dis groups



Estimating variance – “Sampling during Inference”

The Bootstrap

(Efron, 1979)
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[1] Towards Uncertainty Quantification for Supervised Classification (Darling et al, 2018)
[2] Model Stability with Continuous Data Updates (Liu et al, 2022)

Variance Metrics
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Variance Metrics



The Virny software library

https://github.com/DataResponsibly/Virny

https://github.com/DataResponsibly/Virny


(folktables)

Reconciling error-based and variance-based analysis
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Motivation:

1. Decomposition of model error [1]

Error = Statistical bias + Variance + Noise

2. Randomness is neutral — variance could be more 
morally acceptable than statistical bias. 

Idea: Can disparity in variance across groups be exploited 
to design fairness-enhancing interventions?
[1] Domingos, P.M. A Unified Bias-Variance Decomposition.



Conditional-IID



IID and WYSIWYG

[1] Friedler et al. On the (im)possibility of fairness



Conditional-IID and WAE

[1] Friedler et al. On the (im)possibility of fairness
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Theoretical Analysis



Empirical Results



Next Steps

● Large-scale empirical evaluation of proposed variance metrics and conditional 
models
○ Accuracy-fairness-stability tradeoff
○ Benefits of using conditional models

● Good ways to combine group-specific models?

● Blind conditional models —- without conditioning on sensitive attributes


