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Racismis Poisoning Online Ad Delivery,
Says Harvard Professor

Google searches involving black-sounding names are
more likely to serve up ads suggestive of a criminal record
than white-sounding names, says computer scientist

https://www.technologyreview.com/s/510646/racism-is-
poisoning-online-ad-delivery-says-harvard-professor/




Possible explanations

Conjectures

- February 2013
Does Instant Checkmate serve ads specifically for Black-

identifying names?

Is Google AdSense explicitly biased in this way?

Does Google AdSense learn racial bias from click-through rates?
Response

Google:"AdWords does not conduct any racial profiling.
...It is up to individual advertisers to decide which
keywords they want to choose to trigger their ads.”

“Instant Checkmate would like to state unequivocally
that it has never engaged in racial profiling in Google
AdWords. We have absolutely no technology in place to
even connect a name with a race and have never made

any attempt to do so.”

https://www.technologyreview.com/s/510646/racism-is-
poisoning-online-ad-delivery-says-harvard-professor/




AdFisher

theguardian July 2015

Samucl Gibbs

Women less likely to be shown ads for
Aulomaled lesling and analysis of company's adverlising system revedls male lligh'paid jObS O].]. Google, StUdy S].lOWS

job seekers dare shown far more adverts for lugh-paying execulive jobs
' - « The AdFisher tool simulated job seekers that did
L -~ not differ in browsing behavior, preferences or
®
- 1 [
) -
& -

demographic characteristics, except in gender.

One experiment showed that Google displayed
ads for a career coaching service for “$200k+"
executive jobs 1,852 times to the male group
and only 318 times to the female group.
Another experiment, in July 2014, showed a
similar trend but was not statistically significant.

https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study



http://fusion.kinja.com/google-showed-women-ads-for-lower-paying-jobs-1793848970

AdFisher: Who is responsible?

Finding

Secretary Jobs Truck Driving Jobs
possibility.cylab.cmu.edufjobs possibility.cylab.cmu.edujobs
Full time jobs in Florida Full ime jobs in Florida
Excellent pay and relocation Excellent pay and relocation

(a) (b)
Figure 1: Ads approved by Google in 2015. The

ad in the left (right) column was tar-
geted to women (men).

Conjectures

s Google explicitly programming the system to
show the ad less often to women?

|s the advertiser targeting the ad through explicit use
of demographic categories or selection of proxies,
and Google respecting these targeting criteria?

Are other advertisers outbidding our advertiser
when targeting to women?

Are male and female users behaving differently in
response to ads?

[Datta, Datta, Makagon, Mulligan & Tschantz, 2018]




Discrimination through optimization

Key question: does the
platform itself introduce
demographic skew in ad

delivery? :
y Conjectures

Users see relevant ads, maximizing the likelihood of
engagement. Based on historical engagement data,
delivery may be skewed in ways that an advertiser may
not have intended.

Market effects and financial optimization can lead to
skewed ad delivery. In a nutshell: some populations
are more “valuable” and so advertising to them costs
more. |f an advertiser bids less, they won't get to the
more “valuable” population.

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]




Discrimination through optimization

Key question: does the
platform itself introduce
demographic skew in ad
delivery?

Findings

Skew can arise due to financial optimization effects
and the ad delivery platform’s predictions about the
relevance of its ads to different user categories

Ad content - text and images - and advertiser
budget both may contribute to the skew.

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]



Discrimination through optimization

haseline - —6&——

. chezp (buy) —Or—
Key question: does the e |
) ) cheap (rent) O
platform itself introduce oy el ——

demographic skew in ad
delivery?

luxury (remt) - —O——

0.25 0.30 0.35 0.40 C.45 0.5C 0.55
Estimated fracton of white users in the audience

Figure 9: Results for housing ads, showing a breakdown in
the ad delivery audience by race. Despite being targeted in
the same manner, using the same bidding strategy, and be-
ing run at the same time, we observe significant skew in the
makeup of the audience to whom the ad is delivered (rang-
ing from estimated 27% white users for luxury rental ads to
49% for cheap house purchase ads).

Findings

Skew was observed along racial lines, in ads for
housing opportunities

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]
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Conclusions from AdFisher

e Each actor in the advertising ecosystem may have contributed inputs that
produced the effect

e I|tis impossible to know, without additional information, what the different
actors - other than the consumers of the ads - did or did not do

e |n particular, impossible to asses intent, which may be necessary to asses the
extent of legal liability. Or it may not!

e Title VIl of the 1964 Civil Rights Act makes it unlawful to discriminate based
on sex in several stages of employment. It includes an advertising
prohibition (think sex-specific help wanted columns in a newspaper), which
does not turn on intent

e Title VIl does not directly apply here because it is limited in scope to
employers, labor organizations, employment agencies, joint labor-
management committees

Fair Housing Act (FHA) is perhaps a better guide than Title VII, limiting both
content and activities that target advertisement based on protected attributes

[A. Datta, A. Datta, J. Makagon, D. Mulligan, M. Tschantz, 2018]




Facebook ads and the Fair Housing Act

THE VERGE

Facebook has been charged with housing
discrimination by the US government

‘Facebook is discriminating against people based upon who they are and wh

they live,"says HUD secretary Fair Housing Act, also called Title VIII of the

By Russ=l Brancem | Mar 28, 2019, #:51am EUT Civil Rights Act of 1968, U.S. federal legislation
that protects individuals and families
from discrimination in the sale, rental, financing,
or advertising of housing. The Fair Housing Act,
as amended in 1988, prohibits discrimination on

The Department of Housing and Urkban Development has filed charges a the basis of race, color, religion, sex,

for housing discrimination, escalatng the company’s ongeing fight over dff  disability, family status, and national origin.
ad targeting system. The charges build on a complain: filed in August, fi

reasconable cause to believe Facebcok has served ads that violate the Fair Housing Act.

ProPublica first raised concerns over housing discrimnatior on Facebook in 2016, when
reporters found that the “etnnic affinities” tool could be used to exclude black or Hispanic

usars from seeing specific ads. If those ads were for housing or employment oppcrtunities,
the targeting could easily violate federal law. At the time, Facebook had no internal
safeguards in place to prevent such targeting.

https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination



https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination
https://www.merriam-webster.com/dictionary/discrimination
https://www.merriam-webster.com/dictionary/amended
https://www.britannica.com/topic/race-human
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The Fair Housing Act

HE VERGE
Facebook has been charged with housing
discrimination by the US government

‘Facebook is discriminating against people based upon who they are and where
they live,” says HUD secretary

By Russz2/l Brancem | Mar 28, 2019 7:S1am EOT

Facebock nas slruge ed lo effeclively

acdress the possibility of discriminatory ad "WFR£ WSAPPUINHD By \
targeting. The company p'acged to stac up TﬂﬂA V'S DEVHHPMENTS, !
anti-discriminat on enforcamaent in the waks of fAL‘EBUOK S‘A ys

FroPublica’s reporting, but a follow-u0 report

n 2017 found the same problems persisied
nzarly a year 'ater.

According o the HUDR complaint, many of the options for targsting or excluding audiencas
are shockingly direct, including a map tool that explicitly echoes realining pracices
‘[Facebook] hes provided a loggls bullon thal enables adverlisers o exclude men or
women from seeing an ad, a search-oox o exclude people whe do nct speak a specific
anguage from seeing an ad, and a map tool to exclude people who live in a specified arsa
from saeaing an ad by drawing a red line around that arsa * tha complaint raads

https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination

[Ali, Sapiezynski, Bogen, Korolova, Mislove & Rieke, 2019]
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Facebook ads and HEC

SUMMARY OF SETTLEMENTS BETWEEN CIVIL RIGHTS ADVOCATES

When is “skew” in AND FACEBOOK
fact discrimination?

L

Housing, Employment, and Credit Advertising Reforms

n the settlements, Facebook will undertake far-reaching changes and steps that will prevent
discrimination in housing, employment, and credit advertising on Facebook, Instagram, and

Messenger. These changes demonstrate real progress.

e Facebook will establish a separate advertising portal for creating housing,
employment, and credit (“HEC”) ads on Facebook, Instagram, and Messenger that will

have limited targeting options, to prevent discrimination.

¢ The following rules will apply to creating HEC ads.

o Gender, age, and multicultural affinity targeting options will not be available
when creating Facebook ads.

March 19, 2019 o HEC ads must have a minimum geographic radius of 15 miles from a specific
address or from the center of a city. Targeting by zip code will not be permitted.




Facebook ads and HEC

SUMMARY OF SETTLEMENTS BETWEEN CIVIL RIGHTS ADVOCATES

AND FACEBOOK

Housing, Employment, and Credit Advertising Reforms

o HEC ads will not have targeting options that describe or appear to be related to
personal characteristics or classes protected under anti-discrimination laws. This
means that targeting options that may relate to race, color, national origin,
ethnicity, gender, age, religion, family status, disability, and sexual orientation,
among other protected characteristics or classes, will not be permitted on the
HEC portal.

o Facebook’s “Lookalike Audience” tool, which helps advertisers identify Facebook
users who are similar to advertisers’ current customers or marketing lists, will no
longer consider gender, age, religious views, zip codes, Facebook Group

membership, or other similar categories when creating customized audiences for
HEC ads.




Facebook ads and HEC

SUMMARY OF SETTLEMENTS BETWEEN CIVIL RIGHTS ADVOCATES

AND FACEBOOK

Housing, Employment, and Credit Advertising Reforms

o Advertisers will be asked to create their HEC ads in the HEC portal, and if

Facebook detects that an advertiser has tried to create an HEC ad outside of the

HEC portal, Facebook will block and re-route the advertiser to the HEC portal
with limited options.




And it’s not just Facebook

HUD reportedly also investigating Google and
Twitter in housing discrimination probe

Sy Adi Roberlcor Rihedexnachy Bar 28, 2019, 3.22pm EU

Fair Housing Act, also called Title VIII of the
Civil Rights Act of 1968, U.S. federal legislation
that protects individuals and families

from discrimination in the sale, rental, financing,
or advertising of housing. The Fair Housing Act,
as amended in 1988, prohibits discrimination on
the basis of race, color, religion, sex,
disability, family status, and national origin.

POLILY %, WSEWORLD  TECH

Facebook has been charged with housin
discrimination by the US government

'Facebock is discriminating against people based upon who they are and where they live,’
says HUD secretary

By Hoccoll 2 andon Mar 28, 2078, 7 b51am EeD

This is the first federal discrimination lawsuit to deal with racial bias in targeted advertising, a milestone that
lawyers at HUD said was overdue. “Even as we confront new technologies, the fair housing laws enacted over half
a century ago remain clear—discrimination in housing-related advertising is against the law,” said HUD General
Counsel Paul Compton. “dust because a process to deliver advertising is opaque and complex doesn’t mean
that it’s exempts Facebook and others from our scrutiny and the law of the land.”

https://www.theverge.com/2019/3/28/18285178/facebook-hud-lawsuit-fair-housing-discrimination r al
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The socio-legal landscape

Related concern:
Are ads commercial
free speech?

» The First Amendment of the U.S. Constitution protects
advertising, but the U.S. Supreme Court set out a test for
assessing restrictions on commercial speech, which
begins by determining whether the speech is
misleading

» Are online ads suggesting the existence of an arrest
record misleading it no one by that name has an arrest
record?

» Assume the ads are free speech: what happens when
these ads appear more often for one racial group than
another? Not everyone is being equally affected. Is that
free speech or racial discrimination?

[Sweeney, 2013]



https://cacm.acm.org/magazines/2013/5/163753-discrimination-in-online-ad-delivery

Tracking and consent

&he New JJork Times

To Be Tracked or Not? Apple Is Now P s
Giving Us the C'I!Oice. Apiil 26,2021 Upcated 12:40 p.m. ET

If we had a choice, would any of us want to be tracked online for
the sake of seeing more relevant digital ads?

We are about Lo find out.

On Monday, Apple plans to release i0S 14.5, one of its most
anticipated software updates for 1IPhones and iPads In years. It
includes a new privacy tool, called App Tracking Transparency,
which could give us more control over how our data is shared.

Al 1 BeEEan4” b ek
VYOI I ITY 36736 Oer

mpinion g e Here’s how it works: When an app wants to follow our activities to

St

share information with third parties such as advertisers, a window
will show up on our Apple device to ask for our permission to do so.
If we say na, the app must stop manitoring and sharing our data.

A pop-up window may sound like a minor design tweak, but it has
thrown the online advertising industry into upheaval. Most notably,
Facebook has gone on the warpath. Last year, the social network
created a website and took out full-page ads in newspapers
denouncing Apple’s privacy feature as harmful to small businesses.
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GENERAL DATA PROTECTION REGULATION (GDPR)

GDFR
Chaptor 1 (At. 1 - 4! o

' General provisions

General Data Protection Regulation
Chapte: 2 (At 5 < 11) .
‘ Principles G D P R

Chapte- 3 (Art. 12 = 23)

Rights of the data subject

Welcome to gdpr-info.eu. Hera you cen find the official FDF of the RHegulation (EU) 2015/6/9
Chapter 4 (Art.24 - &9) v (General Data Protection Regulation) in the current version of the OJ L 119, 04.05.2016; cor. OJ
Sonisoier and prooessor L 127, 23.6.2018 as a neatly arranged weksite. All Articles of the GDPR are linked with suitable
Chapto 5 (Art. 44 - 50) v recitels. The Euopean Data Protection Regu &tion is applicebls as of May 251F, 2018 in all

Transtars of parsonal data to thirm

meroer stales to hammon ze dala prvecy aws acruss Europe. 'f you find the page useful, fes
countnes or nternational 0!98“!3!'!0"3

freatn support s hy Wﬂﬂg the pm{em.
Chapte’ 6 (Art. 51 - 59) -

Independent supervisory authorities

Chapte T (Ast. 60 - T6)

Cooperation anc consistency Ql-" Ck A ccess
Chapte 0 (Art. 77 - 34) -
Remedias, liability and pensitios Chepter1 - 123 4

Chapte” 9 (Art. €5 - 91) Chapter2 - 56 789 10 *°

Provisions relating to specific processing Chapler 5 - 12 13 14 15 16 17 18 19 20 21 22 23

situations Chepter4 — 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 30 40 41 42 43
Chapters -~ 44 45 46 47 48 49 30

Chapter6 - 51 52 53 54 55 56 57 58 59

Chepter7 — 60 61 52 63 64 65 55 67 €8 69 70 71 72 73 74 75 76

Chapter& - TT 78 73 80 8' 82 33 A4

| Chapter@ - 85 86 87 86 89 90 91

Chapte 10 (Ar:. 92 - 93) v
Delegated acts anc ‘'mp'ementing acts

Chaptr” 17 (Ar. 94 - 99)

Final provisions

adopted in April 2016 enforced since May 25, 2018

https://gdpr-info.eu/




GDPR: scope and definitions

Article 2: Material Scope

e This Regulation applies to the processing of personal data wholly or partly by automated
means and to the processing other than by automated means of personal data which
form part of a filing system or are intended to form part of a filing system.

Article 4: Definitions

e ‘personal data’ means any information relating to an identified or identifiable natural person
(‘data subject’); an identifiable natural person is one who can be identified, directly or
indirectly, in particular by reference to an identifier such as a name, an identification number,
location data, an online identifier or to one or more factors specific to the physical,
physiological, genetic, mental, economic, cultural or social identity of that natural person;

® ‘processing’ means any operation or set of operations which is performed on personal
data or on sets of personal data, whether or not by automated means, such as
collection, recording, organisation, structuring, storage, adaptation or alteration, retrieval,
consultation, use, disclosure by transmission, dissemination or otherwise making available,
alignment or combination, restriction, erasure or destruction;

https://gdpr-info.eu/




GDPR: scope and definitions

Article 4: Definitions

e ‘controller’ means the natural or legal person, public authority, agency or
other body which, alone or jointly with others, determines the purposes
and means of the processing of personal data; where the purposes and
means of such processing are determined by Union or Member State law,
the controller or the specific criteria for its nomination may be provided for by
Union or Member State law;

e ‘processor’ means a natural or legal person, public authority, agency or
other body which processes personal data on behalf of the controller;

e ‘consent’ of the data subject means any freely given, specific, informed
and unambiguous indication of the data subject’s wishes by which he or
she, by a statement or by a clear affirmative action, signifies agreement to
the processing of personal data relating to him or her;

https://gdpr-info.eu/




Art. 7 GDPR
Conditions for consent

1.  Where processing is based on consent, the controller shall be able to

demonstrate that the data subject has consented to processing of his or
her personal data.

2. 'If the data subject’s consent is given in the context of a written
declaration which also concerns other matters, the request for consent
shall be presented in a manner which is clearly distinguishable from the
other matters, in an intelligible and easily accessible form, using clear
and plain language. “ Any part of such a declaration which constitutes an
infringement of this Regulation shall not be binding.

https://gdpr-info.eu/




Art. 7 GDPR
Conditions for consent

3. ' The data subject shall have the right to withdraw his or her consent at any time.
“The withdrawal of consent shall not affect the lawfulness of processing based on
consent before its withdrawal. ° Prior to giving consent, the data subject shall be

informed thereof. “ It shall be as easy to withdraw as to give consent.

4. When assessing whether consent is freely given, utmost account shall be taken of
whether, inter alia, the performance of a contract, including the provision of a

service, is conditional on consent to the processing of personal data that is not

necessary for the performance of that contract.

https://gdpr-info.eu/




Chapter 3

Rights of the data subject

Section1 - Transparency and modalities

Article 12 - Transparent information, communication and modalities for the
exercise of the rights of the data subject

Section2 - Information and access to personal data

Article 13 - Information to be provided where personal data are collected from
the data subject

Article 14 - Information to be provided where personal data have not been
obtained from the data subject

Article 15 - Right of access by the data subject

https://gdpr-info.eu/




Chapter 3

Rights of the data subject

Section3 - Rectification and erasure

Article 16 - Right to rectification

Ai - iht to erasure (riht to bfrgottn’)

Article 18 -  Right to restriction of processing

Article 19 - Natification obligation regarding rectification or erasure of personal

data or restriction of processing

Article 20 -  Right to data portability

https://gdpr-info.eu/




Removing personal data

The right to be forgotten (Article 17)
e Similar laws exist in other jurisdictions, e.g., Argentina (since 2006)
e Resulted in many dereferencing requests to search engines
e Often seen as controversial: reasons?

e May conflict with other legal requirements, or with technical requirements

Also, technically challenging:
e have to re-engineer the data management stack, what are the issues®

e what about models?

[S. Abiteboul and J. Stoyanovich, 2019]




Chapter 3

Rights of the data subject

Section3 - Rectification and erasure

Article 16 - Right to rectification

Article 17 -  Right to erasure (‘right to be forgotten’)

Article 18 -  Right to restriction of processing

Article 19 - Natification obligation regarding rectification or erasure of personal

data or restriction of processing

Article 20 -  Right to data portability

https://gdpr-info.eu/




Moving personal data

The right to data portability (Article 20)
e Aims to prevent vendor lock-in
e \What are some technical difficulties?
e Suppose you want to move your photos from Service A to Service B?
e \What about moving your social interactions from Service A to Service B?
e Can we ook at this from the point of view of inter-operability rather than

moving data?

[S. Abiteboul and J. Stoyanovich, 2019]




Moving personal data

‘M‘ . ”-
>~ Data Transfer Project | Dawnioad Whits Paper )

About Community Dacumentation Updates FAQ

About us

The Data Transter Project was lunched in 2018 %o create ar opoen-source, senice-to-service data portability platiorm so that all ‘ndviduals across the

web could easily move ther data betwesn onlina service providers whenewver they war.

The contributora ta the Data Transler Project helieve partability ard interoperahllity are central 1o innovatlon. Maxddng it ezsier ‘or Individugls to choose

among services fad itates compeltion, Cmoowers Individuals to 1y new Senioes and ¢nabies Them te choose he offerng that Dest SUits their recds,

Currant contrihutors inclucea:

What is the Data Transfer Project

Daa Transfer Project |DTF} is a collaboration of organ zations committed to building a common framawork
with open-source cods thst can connect any two crine 2arvics providers, enabling a8 ssamiees, direct, ussr
initiated portahifty of dam batwasan the twa platormes.

Leam Mare

https://datatransferproject.dev/
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Chapter 3

Rights of the data subject

Section4 - Right to object and automated individual decision-making
Article 21 - Right to object
Article 22 - Automated individual decision-making, including profiling

https://gdpr-info.eu/




Recital 58
The principle of transparency”

'The principle of transparency requires that any information addressed to the public or to
the data subject be concise, easily accessible and easy to understand, and that clear and
plain language and, additionally, where appropriate, visualisation be used. “ Such
information could be provided in electronic form, for example, when addressed to the
public, through a website. ° This is of particular relevance in situations where the
proliferation of actors and the technological complexity of practice make it difficult for the
data subject to know and understand whether, by whom and for what purpose personal
data relating to him or her are being collected, such as in the case of online advertising.

“ Given that children merit specific protection, any information and communication, where
processing is addressed to a child, should be in such a clear and plain language that the
child can easily understand.

https://gdpr-info.eu/recitals/no-58/
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Setting the stage: “Big Data Policing”

“‘Despite its growing popularity, predictive policing is in its relative infancy and is still mostly
hype. Current prediction is akin to early weather forecasting, and, like Big Data approaches in
other sectors, mixed evidence exists about its effectiveness.

Cities such as Los Angeles, Atlanta, Santa Cruz, and Seattle have enlisted the predictive
policing software company PredPol to predict where property crimes will occur. Santa Cruz
reportedly “saw burglaries drop by 11% and robberies by 27% in the first year of using
[PredPol’s] software.” Similarly, Chicago’s Strategic Subject List—or “heat list"—of people most
likely to be involved in a shooting had, as of mid-2016, predicted more than 70% of the people
shot in the city, according to the police.

But two rigorous academic evaluations of predictive policing experiments, one in Chicago and

another in Shreveport, have shown no benefit over traditional policing. A great deal more
study is required to measure both predictive policing’s benefits and its downsides. “

what are the potential benefits? what are the potential downsides?

[Andrew Selbst, 2017]



How to regulate “Big Data Policing”

“While policing is just one of many aspects of society being upended by machine
learning, and potentially exacerbating disparate impact in a hidden way as a result, it is
a particularly useful case study because of how little our legal system is set up to
regulate it.”

The Fourth Amendment: The right of the people to be secure in their
persons, houses, papers, and effects, against unreasonable searches and
seizures, shall not be violated, and no Warrants shall issue, but upon
probable cause, supported by Oath or affirmation, and particularly
describing the place to be searched, and the persons or things to be seized.

“[...] the Fourth Amendment’s reasonable suspicion requirement is inherently a “small
data doctrine,” rendering it impotent in even its primary uses when it comes to data

mining.” .
J new legal strategies are needed

[Andrew Selbst, 2017]



How to regulate “Big Data Policing”

“ Regarding predictive policing specifically, society lacks basic knowledge and
transparency about both the technology’s efficacy and its effects on vulnerable
populations. Thus, this Article proposes a regulatory solution designed to fill this

knowledge gap—to make the police do their homework and show it to the public
before buying or building these technologies.”

Main contribution: Algorithmic Impact Statements (AISs)

“Impact statements are designed to force consideration of the problem at an
early stage, and to document the process so that the public can learn what is at
stake, perhaps as a precursor to further regulation. The primary problem is

that no one, including the police using the technology, yet knows what the results
of its use actually are.”

[Andrew Selbst, 2017]




Algorithmic Impact Statements (AlISs)

e Modeled on the Environmental Impact Statements (EISs) of the 1969 National
Environmental Policy Act (NEPA)

e (GDPR requires “data protection impact assessments (DPIAs) whenever data
processing “is likely to result in a high risk to the rights and freedoms of natural
persons”

e Privacy impact statements (PIAs) are used to assess the risks of using personally
identifiable information by IT systems

The gist:
e Explore and evaluate all reasonable alternatives
¢ |nclude the alternative of “No Action”
e |nclude appropriate mitigation measures

e Provide opportunities for public comment

[Andrew Selbst, 2017]
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I * Government Gouvernement m
of Canada du Canada

Home = How government works = Policies, directives, standards and guidelines

Directive on Automated Decision-Making

The Government of Canada is increasingly looking to utilize artificial intelligence to make, or assist in
making, administrative decisions to improve service delivery. The Government is committed to doing
so in a manner that is compatible with core administrative law principles such as transparency,
accountability, legality, and procedural fairness. Understanding that this technology is changing
rapidly, this Directive will continue to evolve to ensure that it remains relevant.

Date modified: 2019-02-05

e Took effect on April 1, 2019, compliance by April 1, 2020
e Applies to any ADS developed or procured after April 1, 2020

e Reviewed automatically every 6 months

https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592



https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592

Definitions

Appendix A: Definitions

e Administrative Decision Any decision that is made by an authorized official
of an institution as identified in section 9 of this Directive pursuant to powers
conferred by an Act of Parliament or an order made pursuant to a prerogative
of the Crown that affects legal rights, privileges or interests.

e Algorithmic Impact Assessment A framework to help institutions better
understand and reduce the risks associated with Automated Decision
Systems and to provide the appropriate governance, oversight and reporting/
audit requirements that best match the type of application being designed.

e Automated Decision System Includes any technology that either assists or
replaces the judgement of human decision-makers. These systems draw
from fields like statistics, linguistics, and computer science, and use
technigues such as rules-based systems, regression, predictive analytics,
machine learning, deep learning, and neural nets.

https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592
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Objectives

Section 4: Objectives and Expected Results

e 4.1 The objective of this Directive is to ensure that Automated Decision
Systems are deployed in a manner that reduces risks to Canadians and
federal institutions, and leads to more efficient, accurate, consistent,
and interpretable decisions made pursuant to Canadian law.

e 4.2 The expected results of this Directive are as follows:

e Decisions made by federal government departments are data-driven,
responsible, and complies with procedural fairness and due process
requirements.

e |mpacts of algorithms on administrative decisions are assessed and
negative outcomes are reduced, when encountered.

e Data and information on the use of Automated Decision Systems in federal
institutions are made available to the public, when appropriate.

https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592
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Requirements

Section 6.1: Algorithmic Impact Assessment (excerpt)

e 6.1.1 Completing an Algorithmic Impact Assessment prior to the
production of any Automated Decision System.

® 6.1.2 ...

e 6.1.3 Updating the Algorithmic Impact Assessment when system
functionality or the scope of the Automated Decision System changes.

¢ 6.1.4 Releasing the final results of Algorithmic Impact Assessments in
an accessible format via Government of Canada websites and any other
services designated by the Treasury Board of Canada Secretariat pursuant to
the Directive on Open Government.

https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592
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Requirements

Section 6.2: Transparency

* providing notice before decisions
e providing explanations after decisions
® access to components

e release of source code, unless it’s classified Secret, Top Secret or Protected C

https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592
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Impact Assessment Levels

Decisions classified w.r.t. impact on:

e the rights of individuals or communities,
¢ the health or well-being of individuals or communities,
e the economic interests of individuals, entities, or communities,

e the ongoing sustainability of an ecosystem.

Level I: no impact: impacts are reversible and brief
Level ll: moderate: impacts are likely reversible and short-term
Level lll: high: impacts are difficult to reversible and ongoing

Level IV: very high: impacts are irreversible and perpetual

higher impact levels lead to more stringent requirements

https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592
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How It started: The Vacca billl

Int. No. 1694
By Council Mamber Vacca

A Local [aw to amend the administrative eade of the city of New York, in relation to automated
processing of data for the purposes of targeting services, penalties, or policing to persons

Bz it enactec by the Council as follows:

Section 1. Section 23-502 of the administrative code of the city of New York is amended
to add a new suadivision g to read as follows:

g. Each agency thal uses, for the purposes ol largeling services (o persons, 1mposing

penalties upon persons or policing, an algorithm or any other method of automated processing

system of data shall:

1. Publish on such agency’s website, the source code of such system: and

2. Permil a user to (1) submit data into such sysiem [or sell~testing amd (ii) receive the

results of having such data processed by such system:.

§ 2. This local law takes eflect 120 days clter 1t decomes law.

MAJ
T.5% 10948
8/16/17 2:13 PM

August 16, 2017




How It started: The Vacca billl

NEW ;6RKER By Julia Powles December 20, 2017 October 1 6! 2017

: n — T N .
ELEMENTS P TS TR
{ A { l = it . ! |

NEW YORK CITY’S BOLD, FLAWED ATTEMPT -
TO MAKE ALGORITHMS ACCOUNTADBLE

Automuded syaicmi guiie toe allecation of everitbiny frone Krehowses o fovid siompri, S vuby don’t
moe Buoto miore oot them?

https://dataresponsibly.github.io/documents/Stoyanovich_VaccaBill.pdf
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New York City Local Law 49

January 11, 2018

Council Home ] Legslauon |\ Calordar  CiyCourcl |, Commitess |
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New York City Local Law 49

January 11, 2018

An Automated Decision System (ADS) is a “computerized implementation of
algorithms, including those derived from machine learning or other data
processing or artificial intelligence techniques, which are used to make or
assist in making decisions.”

Form task force that surveys the current use of ADS in City agencies and
develops procedures for:

e requesting and receiving an explanation of an algorithmic decision
affecting an individual (3(b))

e interrogating ADS for bias and discrimination against members of legally-
protected groups (3(c) and 3(d))

e allowing the public to assess how ADS function and are used (3(e)), and
archiving ADS together with the data they use (3(f))




The ADS task force

Visil alpha.nyc.gov 10 help us test cut new idees for NYC's website.
The Official Wehsite of the City of New York m MiEPY » Translate ¥ Text Size

el NYC Resources NYC311 Office of the Mayor Events Connect Jobs Saarch Q

May 16, 2018

== Mayor de Blasio Announces First-
In-Nation Task Force To Examine
Automated Decision Systems
Used By The City

May 16, 2018

0 GE0Nn

NEW YORK~— Today, Maycr de Blasio announced the creation of the Automated
Decision Systems Task Force which wil explore how New York City uses algonthms.
The task force, the first of its kind in the U.S., will work to develop a process for

s Print  reviewing "aulomated decision systems,” commonly known as algorithms, through the
lans of aquity, faimess ard accountabi ity.

"As data and technology become more central te the work of city government, the
algarithms wa uea to ald decisian making must be aligned with our goals and valuas,”
said Mayor de Blasio. “The establishment of the Automated Decision Systems Tesk
Farce le an Iimgartant firet step towards greater transsarancy anc aquity in our usa of

sechealooy

m
3
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The ADS task force

INILY REPIRT \ IS & WIRID April 15, 201 9
New York City's algorithm task force is fracturing

Some members say the city isn't being transparent

3y Cclir Lecher | @colinlecher | Apr 15, 2019, 8:43am CDT

With nothing to study, critics say, the task
force is toothless and able to provide
only broad policy recommendations ...

New York University assistant professor
and task force member Julia Stoyanovich
told The Verge that if no examples are
forthcoming, “then there was really no
point in forming the task force at all.”

https://dataresponsibly.github.io/documents/StoyanovichBarocas_April4,2019testimony.pdf
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The ADS task force

November 19, 2019

New Yom City THE CITY.C$F &Ew YORK

OFFiICcE OF THE MAYOR
Ne=w YOR\(, N.Y. 1c0aca7

EXECLUTIVE ORDER No. 50

November 19, 2019
ESTABLISHING AN

ALGORITHMS MANAGEMENT AND POLICY OFFICER

https://www1.nyc.gov/assets/adstaskforce/downloads/pdf/ADS-Report-11192019.pdf
https://www1.nyc.gov/assets/home/downloads/pdf/executive-orders/2019/e0-50.pdf



https://www1.nyc.gov/assets/adstaskforce/downloads/pdf/ADS-Report-11192019.pdf
https://www1.nyc.gov/assets/home/downloads/pdf/executive-orders/2019/eo-50.pdf

ADS task force report

Principles

¢ using ADS where they promote innovation and
efficiency in service delivery

e promoting fairness, equity, accountability, and
transparency in the use of ADS

e reducing potential harm across the lifespan of ADS

Recommendations
e formalize ADS management functions
e build the City’s ADS management capacity

e broaden public conversation on ADS




SO what’s algorithmic
transparency?
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Point 1

algorithmic transparency is not
synonymous with releasing the source
code

publishing source code helps, but it is sometimes
unnecessary and often insufficient



Point 2

algorithmic transparency requires data
transparency

data Is used Iin training, validation, deployment

validity, accuracy, applicability can only be
understood in the data context

data transparency is necessary for all ADS, not
only for ML-based systems



Point 3

data transparency is not synonymous
with making all data public

release data whenever possible;
also release:

data selection, collection and pre-processing
methodologies; data provenance and quality
information; known sources of bias; privacy-
preserving statistical summaries of the data



r_ e o it
L e e e e
UID sex race MarriageSta DateOfBirth age
2 1 [ 1 1 4/18/47 69
3 2 o 2 1 1/22/82 34
4 3 [ 2 1 5/14/91 24
5 4 ] 2 1 1/21/93 23
6 | 5 [ 1 2 12m 43
7 6 0 1 3 8/22/71 44
8 7 [ 3 1 7/23/74 41
9 8 o 1 2 2/25/73 43
10 | B [ 3 1 6/10/% 21
11 10 [ 3 1 6/1/88 27
12 1 1 3 2 8/22/78 37
13 12 o 2 1 12/2/74 a1
14| 13 1 3 1 e/14/68 a7
15 14 [ 2 1 3/25/85 31
16 15 o 4 4 1/25/79 37
17 | 16 0 2 1 s22/% 25
18 17 [ 3 1 12/24/84 31
19 18 [ 3 1 1/8/85 31
|20 | 19 [ 2 3 6/28/51 3
21 20 0 2 1 11/29/94 21
22 21 [ 3 1 8/6/88 27
123 22 1 3 1 3/22/95 21
124 23 0 4 1 1/23/92 24
251 2 0 3 3 110713 a3
26 25 ] 1 1 8/24/83 32
[27] 2% 0 2 1 s/ 27
28 | 27 1 3 1 93 36
. t
& e

¢ n
juv_fel_cour decile_score

WL WRABNOAWNDS R WR B BWEO - ® AW

0000000000000 0000000000000

Data Synthesizer

1

Data

Describer age

Sex

name str

PRI B PP SRR

summary

int min=23 32%
! max=60 mis
length no
10t0 98 mis

10%

str  cat mis

min=23
max=60

—

age in

length
name str 1010 98

str cat

Sex

., 40
32./020
mis
no
mis
60
(o)
10_A> 30
mis
0

| before

UiD sex race MarriageSta DateOfBirth juv_fel_cour decile_score
2 T 0 T 4/18/47 &) o 1
3 2 0 2 1 yu/m ) 0 3
4 3 ] 2 1 s/ 2% [] 4
5 4 [ 2 11218 23 ] 8
6 | s 0 1 2 12/ 43 [ 1
7] 6 [ 1 3 s22n a4 [ 1
8| 7 ] 3 1 230 a ] 6
9 i [ 1 2 2ps/m a3 [ 4
[10 | 9 [ 3 1 6/10/34 2 [} 3
1 10 ] 3 1 e/ 27 ] 4
12 1 1 3 2 82 37 ] 1
I I S e‘ O r (13| 12 [ 2 1 122 a1 [ 4
14| 13 1 3 1 6/14/68 a1 [ 1
15 | 14 [ 2 1 35/ 31 ] 3
16 15 [ 4 4 12519 37 0 1
(17 | 16 [ 2 1 6/22/% 25 ) 10
18 17 ] 3 1 12/24/84 31 [] s
19 18 0 3 1 s 31 ] 3
[20] 19 [ 2 3 6/28/51 64 [ 6
"""""" [21] 20 [ 2 1 11/29/s4 21 [ s
22| 21 ] 3 1 8/e/ss 27 ] 2
........... [z 2 1 3 1 325 2 0 4
124 23 0 4 1 1y23/% 2} ) 4
25 2% ] 3 3 11073 a3 [] 1
26 25 0 1 1 82483 2 0 3
(27 | 26 [ 2 1 28/e 27 [ 3
|28 27 1 3 1 9319 36 [ 3
z‘ IR S

comparison

LA TR

S

S

AR

[Ping, Stoyanovich, Howe 20717] http://demo.dataresponsibly.com/synthesizer/ r al



http://demo.dataresponsibly.com/synthesizer/

Point 4

actionable transparency requires
Interpretability

explain assumptions and effects, not detalls of
operation

engage the public - technical and non-technical



“Nutritional labels” for data and models
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http://demo.dataresponsibly.com/rankingfacts/nutrition_facts/

[K. Yang, J. Stoyanovich, A. Asudeh, B. Howe, HV Jagadish, G. Miklau; 2018]



http://demo.dataresponsibly.com/rankingfacts/nutrition_facts/

Properties of a nutritional label

Ranking Facts

comprehensible: short, simple, clear

consultative: provide actionable info

otherwise.

S— comparable: implying a standard
\
st concrete: helps determine a dataset’s fitness for

use for a given task

e computable: produced as a "by-product” of
& Stabily computation - interpretability-by-design

[Stoyanovich and Howe, 2019]



transparency / interpretability by design,
not as an afterthought

provision for transparency and interpretability at
every stage of the data lifecycle

useful internally during development, for
communication and coordination between
agencies, and for accountability to the public



Frog's eye view

where did the data how are results

come from? used?
what happens

inside the box?
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Data lifecycle of an ADS

analysis
- validation

= ‘é'
| | sharing a querying
- annotation ¢d F o ranking

@Falaah
- acquisition

curation




interpretability In the
eye of the

stakeholder

[ al



What are we explaining?

process (same for everyone? why is this the
process?) vs. outcome

procedural justice aims to ensure that
algorithms are perceived as fair and legitimate

data transparency is unigue to algorith
assisted decision-making, relates to t

justificatio

m-
AlS

N dimension of interpretabi

ity

[J. Stoyanovich, J. Van Bavel, T. West, 2020]



To whom are we explaining and why??

accounting for the needs of different
stakeholders

social identity - people trust their in-group
members more

moral cognition - is a decision or
outcome morally right or wrong??

[J. Stoyanovich, J. Van Bavel, T. West, 2020]



How do we know that we explained well?

Ranking Facts

Attribute Importance

PubCount 1.0 &
CSRankingAllArea 0.24 g
Faculty 0.12 B

Importance of an attribute in a ranking is quantified by the
correlation coefficient between attribute values and items

| |
scores, computed by a linear regression model. Importance is =
high if the absolute value of the correlation coefficient is over n I I I n
0.75, medium if this value falls between 0.25 and 0.75, and low ] | ]

otherwise.

o

DeptSizeBin = Regional Code =

\
&

e ... but do they work?

Fairness

DeptSizeBin FA*IR Pairwise Proportion
Large Fair @ Fair @ Fair
Small Unfair @ Unfair @ Unfair

A ranking is considered unfair when the p-value of the
corresponding statistical test falls below 0.05.

O]
®

& Stability
Top-K Stability
Top-10 Stable
Overall Stable

[J. Stoyanovich, J. Van Bavel, T. West, 2020]
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We are Al
taking control of technology
powered by NYU Center for Responsible Al

https://dataresponsibly.github.io/we-are-ai/



Al comics for the general public

WD lives, Who dies.
ho decldes

1 | WHAT IS AI?

dataresponsibly.github.io/we-are-ai/comics [/ al


http://dataresponsibly.github.io/we-are-ai/comics
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Regqulating hiring ADS: Int 1894-2020

THE NEW York City COUNCIL
Corey Johnson, Speaker

This bill would regulate the use of automated employment decision tools, which, for the
purposes of this bill, encompass certain systems that use algorithmic methodologies to filter
candidates for hire or to make decisions regarding any other term, condition or privilege of
employment. This bill would prohibit the sale of such tools if they were not the subject of an
audit for bias in the past year prior to sale, were not sold with a yearly bias audit service at
no additional cost, and were not accompanied by a notice that the tool is subject to the
provisions of this bill. This bill would also require any person who uses automated
employment assessment tools for hiring and other employment purposes to disclose to
candidates, within 30 days, when such tools were used to assess their candidacy for
employment, and the job qualifications or characteristics for which the tool was used to
screen. Violations of the provisions of the bill would incur a penalty.




Hiring ADS regulation

Ehe New Hork Eimes March 17, 2021

We Need Laws to Take On Racism

and Sexism in Hiring Technology

Artificial intelligence used to evaluate job candidates must not
become a tool that exacerbates discrimination.

The measure must require companies to publicly
disclose what they find when they audit their tech for
bias. Despite pressure to limit its scope, the City Councill
must ensure that the bill would address discrimination in
all forms — on the basis of not only race or gender but
also disability, sexual orientation and other protected
characteristics.

These audits should consider the circumstances of
people who are multiply marginalized — for example,
Black women, who may be discriminated against
because they are both Black and women. Bias audits
conducted by companies typically don’t do this.

By Alexandra Reeve Givens, Hilke Schellmann and Julia Stoyanovich
Ms. Givens is the chief executive of the Center for Democracy & Technology. Ms. Schellman
anc Dr. Stoyanovich are professors at New York University focusing on artificial intelligence.

https://www.nytimes.com/2021/03/17/opinion/ai-employment-bias-nyc.html

Julia Stoyanovich



https://www.nytimes.com/2021/03/17/opinion/ai-employment-bias-nyc.html

Hiring ADS regulation

@l)c;.\t.wﬂorkﬁlmcs March 17, 2021 The bill should [...] require validity testing, to ensure that
. the tools actually measure what they claim to, and it
We Nee[l LaWS to Take 0[] RaClsm must make certain that they measure characteristics
* s ve e that are relevant for the job. Such testing would
and SEXlsm n lelﬂg T@Chﬂﬂlﬂgy interrogate whether, for example, candidates’ efforts to
Artificial intelligence used to evaluate job candidates must not blow up a balloon in an online game rea”y indicate their
become a tool that exacerbates discrimination. appetite for risk in the real world — and whether risk-

taking is necessary for the job.

... [T]he City Council must require vendors to tell
candidates how they will be screened by an automated
tool before the screening, so candidates know what to
expect. People who are blind, for example, may not
suspect that their video interview could score poorly if
they fail to make eye contact with the camera. If they
know what is being tested, they can engage with the
employer to seek a fairer test.

By Alexandra Reeve Givens, Hilke Schellmann and Julia Stoyanovich
Ms. Givens is the chief executive of the Center for Democracy & Technology. Ms. Schellman
anc Dr. Stoyanovich are professors at New York University focusing on artificial intelligence.

https://www.nytimes.com/2021/03/17/opinion/ai-employment-bias-nyc.html

Julia Stoyanovich
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Nutritional labels for job seekers

THE WALL STREET JOURNAL.

Hiring and Al: Let Job Candidates Know Why They
Were Rejected

September 22, 2021

Artificial-intelligence tools are seeing ever broader use
In hiring. But this practice is also hotly criticized
because we rarely understand how these tools select
candidates, and whether the candidates they select
are, in fact, better qualified than those who are
rejected.

To help answer these crucial questions, we should
give job seekers more information about the hiring
process and the decisions. The solution | propose is
a twist on something we see every day: nutritional

Latels thet explain @ hiring procass that uses Al could allow job seckars e ogt

out I they object to the employer's data practices. labels. Specifically, job candidates would see simple,

FROTOASTOLEPHO OJGETTY IMAGES . .
standardized labels that show the factors that go into

By Julia Stovanovich ) s

UpdateaSear..zzzon1;::aam1:T the Al’'s decision.

https://www.wsj.com/articles/hiring-job-candidates-ai-11632244313
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Nutritional labels for job seekers

THE WALL STREET JOURNAL.

Hiring and Al: Let Job Candidates Know Why They
Were Rejected

September 22, 2021

ACCOUNTANT

Acme Partners

Qualifications: RBSinacrounting, GFA >30 Knowledge of financial and
accoLnting systems and app ications

An Al program could he used to ~sview ard analyze the

Personaldata licant t2 online. indud na Linked
. applicant’s personal cata onling, incdud ng Linkedin

to be analyzed: prefile, socizl media accounts and credit score.

Additional Al-assisted personality scoring

assessment:

Latels thet explain @ hiring procass that uses Al could allow job seckars e ogt

gutiftheyobject to the employer's data practices. - - - -

LD they bject to U empiayer cata pract ALERT: Applicants for this position DO NOT have the option to
FEREILERR LSO TN Rl LN {Aacvets selectively decline use of Al analysis for any of their personal

data or to review and challenge the results of such analysis.

By Julia Stovanovich
Updated Sept.22 202111:00am CT

https://www.wsj.com/articles/hiring-job-candidates-ai-11632244313
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New York City Local Law 144 of 2021

THE NEW YOrK Crty COUNCIL December 11, 2021
Corey Johnson, Speaker

This bill would require that a bias audit be conducted on an automated
employment decision tool prior to the use of said tool. The bill would also
require that candidates or employees that reside in the city be notified
about the use of such tools in the assessment or evaluation for hire or
promotion, as well as, be notified about the job qualifications and
characteristics that will be used by the automated employment decision
tool. Violations of the provisions of the bill would be subject to a civil
penalty.
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We all are responsible




Searching for balance




Tech rooted in people




Al 1Is what WE make 1t!

Creations of the human spirit,

algorithms - and Al - are what we
make them. And they will be what
we want them to be: it's up to us to
choose the world we want to live In.




Responsible Data Science

Thank you!
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