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recall:
pre-existing bias
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“Bias” in predictive analytics

Statistical

model does not 
summarize the data 
correctly

Societal

data does not 
represent the world 
correctly



@FalaahArifKhan

Data, a reflection of the world
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Data, a reflection of the world



@FalaahArifKhan
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Changing the reflection won’t change the world



bias can lead to 
discrimination
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The evils of discrimination

Disparate treatment

is the illegal practice of treating an entity, 
such as a job applicant or an employee, 
differently based on a protected 
characteristic such as race, gender, 
age, religion, sexual orientation, or 
national origin.

Disparate impact  

is the result of systematic disparate 
treatment, where disproportionate 
adverse impact is observed on 
members of a protected class.



fairness in 
classification
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Vendors and outcomes

Positive Outcomes Negative Outcomes

offered employment not offered employment

accepted to school not accepted to school

offered a loan denied a loan

offered a discount not offered a discount

Consider a vendor assigning positive or negative  
outcomes to individuals.
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Fairness in classification

Fairness in classification  is concerned with how outcomes are 
assigned to a population

population
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assignmentsindividual with
negative outcome

individual with
positive outcome

40% of the population

positive outcomes
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Fairness in classification

Sub-populations may be treated differently

Black

White

40% of the whole population

20%  
of Black

60%  
of White

positive
outcomes

} disparate
impact?? ra

ce

⊕
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Fairness in classification

Sub-populations may be treated differently

Black

White

40% of the whole population

40%  
of Black

40%  
of White

positive
outcomes
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Fairness in classification

ra
ce

SAT score
high low

Black

White
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Swapping outcomes

ra
ce

SAT score
high low

Black
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Two families of fairness measures 

Group fairness (here statistical parity)

demographics of the individuals receiving 
any outcome - positive or negative - 
should be the same as demographics of 
the underlying population

Individual fairness 

any two individuals who are 
similar with respect to a task 
should receive similar outcomes



fairness through 
awareness
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Fairness through awareness

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

x
•
•
y M (y)

M (x)

Individuals who are similar for the purpose of 
classification task should be treated similarly.

d(x, y)
A task-specific similarity 
metric is given  

is a randomized mapping: an individual is 
mapped to a distribution over outcomes

X individuals

M :X→O

M :X→O

O outcomes

Fairness:
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Fairness through a Lipschitz mapping

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

x
•
•
y M (y)

M (x)

Individuals who are similar for the purpose of 
classification task should be treated similarly.

d(x, y)
A task-specific similarity 
metric is given  

X individuals

M :X→O

O outcomes

Fairness:

close individuals map to close distributions
M is a Lipschitz mapping if ∀x, y∈X M (x),M (y) ≤ d(x, y)

there always exists a Lipschitz mapping - which?
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Fairness through a Lipschitz mapping

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

O outcomes Y actions

data owner vendor

f :O→Y

x
•
•
y

•
•
M (y)

M (x)
•
•

f (M (x))

f (M (y))

fairness enforced at this step

X individuals

M :X→O

simpsons.wikia.com

vendor cannot introduce bias
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Fairness through a Lipschitz mapping

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

O outcomes Y actions

data owner vendor

f :O→Y

x
•
•
y

•
•
M (y)

M (x)
•
•

f (M (x))

f (M (y))

X individuals

M :X→O

simpsons.wikia.com

Find a mapping from individuals to distributions over 
outcomes that minimizes expected loss, subject to the 
Lipschitz condition. Optimization problem: minimize an 

arbitrary loss function.
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Fairness through a Lipschitz mapping

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

O outcomes Y actions

data owner vendor

f :O→Y

x
•
•
y

•
•
M (y)

M (x)
•
•

f (M (x))

f (M (y))

X individuals

M :X→O

simpsons.wikia.com

Computed with a linear program of size  

the same mapping can be used by multiple vendors

poly(| X |,|Y |)
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Some philosophical background

“Equality of opportunity defines an 
important welfare criterion in political 
philosophy and policy analysis.  
Philosophers define equality of opportunity 
as the requirement that an individual’s well 
being be independent of his or her irrelevant 
characteristics. The difference among 
philosophers is mainly about which 
characteristics should be
considered irrelevant.”  Policymakers, however, are often called 

upon to address more specific questions: 
How should admissions policies be 
designed so as to provide equal 
opportunities for college? Or how should tax 
schemes be designed so as to equalize 
opportunities for income? These are called 
local distributive justice problems, because 
each policymaker is in charge of achieving 
equality of opportunity to a specific issue.”

[C. Calsamiglia; PhD thesis 2005]



learning fair 
representations
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Learning fair representations

Idea: remove reliance on a “fair” similarity measure, 
instead learn representations of individuals, distances

[R. S. Zemel, Y. Wu, K. Swersky, T. Pitassi, C. Dwork; ICML 2013]

X individuals Z user representation Y outcomes

fairness utility

data owner vendor

• •
f :Z→Y

YZX

M :X→ ZX +

X −
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Fairness and utility

Learn a randomized mapping M(X) to a set of K prototypes Z 

M(X) should lose information about membership in S 

M(X) should preserve other information so that vendor can maximize utility

P(Z | S = 0) = P(Z | S = 1)

L = Az ⋅Lz + Ax ⋅Lx + Ay ⋅Ly

data owner vendor

• •
f :Z→Y

YZX

M :X→ ZX +

X −

group 
fairness

individual
fairness utility

[R. S. Zemel, Y. Wu, K. Swersky, T. Pitassi, C. Dwork; ICML 2013]
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Fairness and utility

data owner vendor

• •
f :Z→Y

YZX

M :X→ ZX +

X −

[R. S. Zemel, Y. Wu, K. Swersky, T. Pitassi, C. Dwork; ICML 2013]

L = Az ⋅Lz + Ax ⋅Lx + Ay ⋅Ly

Pk
+ = P(Z = k | x ∈X + )

Pk
− = P(Z = k | x ∈X − )

Lz = Pk
+ − Pk

−

k
∑ Lx = (xn

n
∑ − xn! )

2

Ly = −yn
n
∑ log yn! − (1− yn )log(1− yn! )

group 
fairness

individual
fairness utility

does this make sense?



on the 
(im)possibility of 

fairness
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On the (im)possibility of fairness

Goal: tease out the difference between beliefs and mechanisms that 
logically follow from those beliefs.

Main insight: To study algorithmic fairness is to study the interactions 
between different spaces that make up the decision pipeline for a task

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]

Observed Space (OS)Construct Space (CS) Decision Space (DS) 

•
•

•
•

• •

•
•
•

• • •
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On the (im)possibility of fairness

Construct Space Observed Space Decision Space

intelligence SAT score performance in 
collegegrit high-school GPA

propensity to 
commit crime family history

recidivism
risk-averseness age

define fairness through properties of mappings

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]
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Fairness through mappings

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]

f :CS→ DS dCS (x, y) < ε ⇒ dDS ( f (x), f (y)) < ε '

Fairness: a mapping from CS to DS is (ε, ε’)-fair if two objects that are 
no further than ε in CS map to objects that are no further than ε’ in DS.

let’s focus on this portion

Observed Space (OS)Construct Space (CS) Decision Space (DS) 

•
•

•
•

• •

•
•
•

• • •
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WYSWYG

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]

What you see is what you get (WYSIWYG): there exists a mapping from CS to OS 
that has low distortion.  That is, we believe that OS faithfully represents CS.  This is 
the individual fairness world view.

observed space 
(OS)

construct space 
(CS) 

decision space 
(DS) 

•

•
•
•

• •

•

•
•

• • •

intelligence 
grit

SAT score 
GPA

performance in 
college

WAE

WYSIWYG

•

•
•
•

• •

•

•
•

• • •

admit

decline

admit

decline

observed space 
(OS)

construct space 
(CS) 

decision space 
(DS) 

observed space 
(OS)

construct space 
(CS) 

decision space 
(DS) 

•

•
•
•

• •

•

•
•

• • •

intelligence 
grit
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GPA

performance in 
college

WAE

WYSIWYG
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•
•
•

• •

•

•
•

• • •

admit

decline

admit

decline

observed space 
(OS)

construct space 
(CS) 

decision space 
(DS) 
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WAE

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]

We are all equal (WAE): the mapping from CS to OS introduces structural 
bias - there is a distortion that aligns with the group structure of CS. This is 
the group fairness world view.

Structural bias examples: SAT verbal questions function differently in the 
African-American and in the Caucasian subgroups in the US.  Other examples?

observed space 
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construct space 
(CS) 

decision space 
(DS) 

•

•
•
•

• •

•

•
•

• • •
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Fairness and worldviews

individual 
fairness

equality

group 
fairness

equity
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The evils of discrimination

Disparate treatment

is the illegal practice of treating an entity, 
such as a job applicant or an employee, 
differently based on a protected 
characteristic such as race, gender, 
age, religion, sexual orientation, or 
national origin.

Disparate impact  

is the result of systematic disparate 
treatment, where disproportionate 
adverse impact is observed on 
members of a protected class.
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Ricci v. DeStefano (2009)
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What’s the right answer? 

• Consider harms and benefits to different stakeholders 

• Being transparent about which fairness criteria we use, how we 
trade them off 

• Recall “Learning Fair Representations”: a typical ML approach

There is no single answer!  

Need transparency and public debate

L = Az ⋅Lz + Ax ⋅Lx + Ay ⋅Ly
group 

fairness
individual
fairness utility

apples + oranges + fairness = ?



fairness & 
diversity in 
selection

cannot fully 
automate 

responsibility!

state beliefs & 
assumptions



Goals and trade-offs
  Goals

diversity: pick k=4 candidates, including 2 of each 
gender, and at least one per race 

utility: maximize the total score of selected 
candidates

[Yang,  Gkatzelis, Stoyanovich (2019)]

score = 373

score = 372

  Problem

fairness: picked the best White 
and male candidates (A, B) but did 
not pick the best Black (E, F), Asian 
(I, J), or female (C, D) candidates

Beliefs

scores are more informative within 
a group than across groups - effort 
is relative to circumstance 

it is important to reward effort

@FalaahArifKhan



From beliefs to interventions

C D G H K L

95 95 90 86 83 83

highest-scoring 
skipped

lowest-scoring 
selected

Fairness for female candidates 83 / 95 = 0.91

BEFORE: diversity constraints only 

AFTER: diversity and fairness 
constraints 

[Yang,  Gkatzelis, Stoyanovich (2019)]

Beliefs

scores are more informative within 
a group than across groups - 
effort is relative to circumstance 

it is important to reward effort



fairness in risk 
assessment
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New Jersey bail reform

Switching from a system based solely on 
instinct and experience […] to one in which 
judges have access to scientific, objective 
risk assessment tools could further the 
criminal justice system’s central goals of 
increasing public safety, reducing crime, and 
making the most effective, fair, and efficient 
use of public resources.
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ProPublica’s COMPAS study

A commercial tool COMPAS 
automatically predicts some categories 
of future crime to assist in bail and 
sentencing decisions.  It is used in 
courts in the US. 

The tool correctly predicts recidivism 
61% of the time. 

Blacks are almost twice as likely as 
whites to be labeled a higher risk but 
not actually re-offend. 
The tool makes the opposite mistake 
among whites: They are much more 
likely than blacks to be labeled lower 
risk but go on to commit other crimes. 

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

May 2016
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ProPublica’s COMPAS study

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

May 2016A commercial tool COMPAS 
automatically predicts some 
categories of future crime to assist in 
bail and sentencing decisions.  It is 
used in courts in the US.
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Fairness in risk assessment

• A risk assessment tool gives a probability estimate of a 
future outcome 

• Used in many domains:  

• insurance, criminal sentencing, medical testing, hiring, 
banking 

• also in less-obvious set-ups, like online advertising 

• Fairness in risk assessment is concerned with how different 
kinds of error are distributed among sub-populations
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Calibration

given the output of a risk tool, likelihood of belonging to 
the positive class is independent of group membership

positive
outcomes:

do recidivate

risk score
0.2 0.6 0.8

White

Black

⊕

⊖
⊕

⊖

⊖
⊖⊖

⊖

⊕

⊕

⊖
⊕

⊕

⊖

⊖
⊕

⊕

⊕
⊕

⊕
⊕

⊕

⊖

⊕⊕

⊖

⊖

⊖

⊕⊖

⊕⊕⊖
⊖

⊕

0.6 means 0.6 for any defendant - likelihood of recidivism
why do we want calibration?
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COMPAS as a predictive instrument

COMPAS is well-calibrated: in the window around 40%, the fraction of 
defendants who were re-arrested is ~40%, both over-all and per group.

Figure 1: Top: distribution of risk scores for Broward
County data (le�), and simulated data drawn from two beta
distributions with equal means (right). Bottom: using a sin-
gle threshold which detains 30% of defendants in Broward
County violates statistical parity (as measured by detention
rate), predictive equality (false positive rate), and condi-
tional statistical parity (detention rate conditional on num-
ber of prior arrests). We omit the last measure for the sim-
ulated data since that would require making additional as-
sumptions about the relationship of priors and risk in the
hypothetical populations.

�e reason for these disparities is that white and black defen-
dants in Broward County have di�erent distributions of risk, pY |X ,
as shown in Figure 1. In particular, a greater fraction of black de-
fendants have relatively high risk scores, in part because black
defendants are more likely to have prior arrests, which is a strong
indicator of reo�ending. Importantly, while an algorithm designer
can choose di�erent decision rules based on these risk scores, the
algorithm cannot alter the risk scores themselves, which re�ect
underlying features of the population of Broward County.

Once a decision threshold is speci�ed, these risk distributions
determine the statistical properties of the decision rule, including
the group-speci�c detention and false positive rates. In theory, it is
possible that these distributions line up in a way that achieves sta-
tistical parity or predictive equality, but in practice that is unlikely.
Consequently, any decision rule that guarantees these various fair-
ness criteria are met will in practice deviate from the unconstrained
optimum.

Kleinberg et al. [29] establish the incompatibility of di�erent
fairness measures when the overall risk Pr(Y = 1 | �(X ) = �i ) dif-
fers between groups �i . However, the tension we identify between
maximizing public safety and satisfying various notions of algorith-
mic fairness typically persists even if groups have the same overall
risk. To demonstrate this phenomenon, Figure 1 shows risk score
distributions for two hypothetical populations with equal average
risk. Even though their means are the same, the tail of the red dis-
tribution is heavier than the tail of the blue distribution, resulting
in higher detention and false positive rates in the red group.

�at a single decision threshold can, and generally does, result in
racial disparities is closely related to the notion of infra-marginality

Figure 2: Recidivism rate by COMPAS risk score and race.
White and black defendants with the same risk score are
roughly equally likely to reo�end, indicating that the scores
are calibrated. �e �-axis shows the proportion of defen-
dants re-arrested for any crime, including non-violent of-
fenses; the gray bands show 95% con�dence intervals.

in the econometric literature on taste-based discrimination [3, 4,
34, 37]. In that work, taste-based discrimination [6] is equated
with applying decision thresholds that di�er by race. �eir se�ing
is human, not algorithmic, decision making, and so one cannot
directly observe the thresholds being applied; the goal is thus to
infer the thresholds from observable statistics. �ough intuitively
appealing, detention rates and false positive rates are poor proxies
for the thresholds: these infra-marginal statistics consider average
risk above the thresholds, and so can di�er even if the thresholds
are identical (as shown in Figure 1). In the algorithmic se�ing, past
fairness measures notably focus on these infra-marginal statistics,
even though the thresholds themselves are directly observable.

6 DETECTING DISCRIMINATION
�e algorithms we have thus far considered output a decision d(x)
for each individual. In practice, however, algorithms like COMPAS
typically output a score s(x) that is claimed to indicate a defendant’s
risk pY |X ; decision makers then use these risk estimates to select
an action (e.g., release or detain).

In some cases, neither the procedure nor the data used to gener-
ate these scores is disclosed, prompting worry that the scores are
themselves discriminatory. To address this concern, researchers
o�en examine whether scores are calibrated [29], as de�ned by
Eq. (4).10 Since the true probabilities pY |X are necessarily cali-
brated, it is reasonable to expect risk estimates that approximate
these probabilities to be calibrated as well. Figure 2 shows that the
COMPAS scores indeed satisfy this property. For example, among
defendants who scored a seven on the COMPAS scale, 60% of white
defendants reo�ended, which is nearly identical to the 61% percent
of black defendants who reo�ended.

However, given only scores s(x) and outcomes �, it is impossible
to determine whether the scores are accurate estimates of pY |X
10Some researchers also check whether the AUC of scores is similar across race
groups [38]. �e theoretical motivation for examining AUC is less clear, since the true
risk distributions might have di�erent AUCs, a pa�ern that would be reproduced in
scores that approximate these probabilities. In practice, however, one might expect
the true risk distributions to yield similar AUCs across race groups—and indeed this is
the case for the Broward County data.

[plot from Corbett-Davies et al.; KDD 2017]

Predictive parity (also called calibration) 
an instrument identifies a set of instances as having probability x of 

constituting positive instances, then approximately an x fraction of this 
set are indeed positive instances, over-all and in sub-populations
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An impossibility result

[A. Chouldechova; arXiv:1610.07524v1 (2017)]

If a predictive instrument satisfies 
predictive parity, but the prevalence of 
the phenomenon differs between groups, 
then the instrument cannot achieve equal 
false positive rates and equal false 
negative rates across these groups.

Recidivism rates in the 
ProPublica dataset are 

higher for the Black 
group than for the 

White group
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A more general statement: Balance

• Balance for the positive class: Positive instances are those who 
go on to re-offend. The average score of positive instances 
should be the same across groups. 

• Balance for the negative class: Negative instances are those 
who do not go on to re-offend. The average score of negative 
instances should be the same across groups.  

• Generalization of: Both groups should have equal false positive 
rates and equal false negative rates.

• Different from statistical parity!

[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS 2017]

the chance of making a mistake does not depend on race
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Desiderata, re-stated

[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS 2017]

• For each group, a vb fraction in each bin b is positive 

• Average score of positive class same across groups 

• Average score of negative class same across groups

can we have all these properties?
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Achievable only in trivial cases 

[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS 2017]

• Perfect information: the tool knows who recidivates 
(score 1) and who does not (score 0)

• Equal base rates: the fraction of positive-class people 
is the same for both groups

a negative result, need tradeoffs 

https://www.youtube.com/watch?v=UUC8tMNxwV8
proof sketched out in (starts 12 min in)
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Fairness for whom?

labeled 
low-risk

labeled high-
risk

did not 
recidivate TN FP

recidivated FN TP

based on a slide by Arvind Narayanan

Decision-maker: of 
those labeled low-
risk, how many will 
recidivate?

Defendant: how 
likely will I be 
incorrectly labeled 
high-risk?
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What’s the right answer?

• Consider harms and benefits to different stakeholders 

• Being transparent about which fairness criteria we use, how we 
trade them off 

• Recall “Learning Fair Representations”: a typical ML approach

There is no single answer!  

Need transparency and public debate

L = Az ⋅Lz + Ax ⋅Lx + Ay ⋅Ly
group 

fairness
individual
fairness utility

apples + oranges + fairness = ?


