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What is interpretability ?

e Explaining black-box models
¢ Online ad targeting

e Interpretability

A kitchen sink? Or a foundational concept
for responsible data science?

https://favpng.com/png_view/cartoon-kitchen-
sink-scene-towel-sink-kitchen-cartoon-png/
pMFrA1n9
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Algorithmic rankers

https://freedom-to-tinker.com/2016/08/05/revealing-algorithmic-rankers/

Input: database of items (individuals, colleges, cars, ...)

Score-based ranker: computes the score of each item using
a known formula, often a monotone aggregation function,
then sorts items on score D ¥

1d T To Tr1 + T2

t1 1063|071 || 1.34
tz | 0.72 | 0.65 | 1.37
t3 | 0.58 | 0.78 | 1.36
ta | 0.7 | 0.68 | 1.38
ts | 053 | 0.82 | 1.35
te 1 061 | 0.79 || 14

Output: permutation of the items,
complete or top-k

Do we have transparency?

We have syntactic transparency, but lack interpretability!
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Opacity in algorithmic rankers

https://freedom-to-tinker.com/2016/08/05/revealing-algorithmic-rankers/

Reason 1: The scoring formula alone does not indicate the relative
rank of an item.

Scores are absolute, rankings are relative. Is 5 a good score? What
about 10?7 157
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Opacity in algorithmic rankers

https://freedom-to-tinker.com/2016/08/05/revealing-algorithmic-rankers/

Reason 2: A ranking may be unstable if there are tied or
nearly-tied items.

Rank Institution Average Count Faculty
1 » Carnegie Mellon University 18.4 123
2 » Massachusetts Institute of 15.6 64
Technology
3 » Stanford University 14.8 56
4 » University of California - Berkeley 11.5 50
| » University of lllinois at Urbana- 10.6 56
Champaign
6 » University of Washington 10.3 50
7 » Georgia Institute of Technology 8.9 81
8 » University of California - San 8 51
Diego
9 » Cornell University 7 45
10 » University of Michigan 6.8 63
11 » University of Texas - Austin 6.6 43
12 » University of Massachusetts - 6.4 47
Amherst
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Opacity in algorithmic rankers

https://freedom-to-tinker.com/2016/08/05/revealing-algorithmic-rankers/

Reason 3: A ranking methodology may be unstable:

small changes in weights can trigger significant re-
shuftling.

THE NEW YORKER 1. Porsche Cayman 193

2. Chevrolet Corvette 186 1. Chevrolet Corvette 205

DEPT. OF EDUCATION FEBRUARY 14 & 21, 2011 ISSUE

THE ORDER OF THINGS  3- Lotus Evora 182 2. Lotus Evora 195

What college rankings really tell us.

0O 3. Porsche Cayman 195
~# By Malcolm Gladwell ’

1. Lotus Evora 205
2. Porsche Cayman 198

3. Chevrolet Corvette 192
https://www.newyorker.com/magazine/2011/02/14/the-order-of-things
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Opacity in algorithmic rankers

https://freedom-to-tinker.com/2016/08/05/revealing-algorithmic-rankers/

Reason 4: The weight of an attribute in the scoring
formula does not determine its impact on the outcome.

Rank Name Avg Count Faculty Pubs GRE

1 CMU 18.3 122 2 791 . . ]
. , o s Given a score function:
3 Stanford 14.3 55 5 800 0.2 * faculty +

4 UC Berkeley 114 50 3 789

5 uiuC 10.5 55 3 772 O '3 g avg Cnt +

6 uw 10.3 50 2 796 O 5 sk gre

39 U Chicago 2 Tttt 28 2 779

40 UC Irvine 1.9 28 2 787

41 BU 1.6 15 2 783

41 U Colorado Boulder 1.6 32 1 761

41 UNC Chapel Hill 1.6 22 2 794

41 Dartmouth 1.6 18 2 794
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Rankings are not benign!

DEPT. OF EDUCATION FEBRUARY 14 & 21, 2011 ISSUE

THE NEY YORRER THE ORDER OF THINGS

What college ranéings really tell us.

g By Malcolm Gladwell

Rankings are not benign. They enshrine very particular
ideologies, and, at a time when American higher education is
facing a crisis of accessibility and affordability, we have adopted
a de-facto standard of college quality that is uninterested in
both of those factors. And why? Because a group of magazine
analysts in an office building in Washington, D.C., decided twenty
years ago to value selectivity over efficacy, to use proxies that
scarcely relate to what they’re meant to be proxies for, and to
pretend that they can compare a large, diverse, low-cost land-
grant university in rural Pennsylvania with a small, expensive,
private Jewish university on two campuses in Manhattan.
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Interpretabillity in the service of trust!

Gladwell makes the point that rankings are claiming
objectivity, yet are comparing apples and oranges.

In that sense, a score-based ranker is a quintessential
“black box” of data science, and perhaps the simplest
possible such black box.

'1s

S PEOPL NS
{ A
1) using math to pretend that we are correct when Vs | SOMETIMES

making intrinsically subjective decisions reinforcing %’\ BU ; ﬂu

the balance of power in society CAN Fﬂﬂl—

2) that math / objectivity is used as a substitute for trust, Nt & "‘HE
N—

but trust must run deeper than math! — BOBMARLEY S
WPEOPLE ALL

3) need to find a kind of an interpretability that will enable

 THE TIME |
B VTS

Al is a red herring, privacy / IP / gaming arguments are
overused. The truly difficult issues are that:

Julia Stoyanovich




The fairness you asked for is inside this box

\ = s 7
WYY/ [Arif Khan, Manis & Stoyanovich, 2021]
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from transparency to

Interpretabllity




New York City Local Law 49

January 11, 2018
Local Law 49 of 2018 in relation to automated decision systems
used by agencies

THE NEw YOrk City COUNCIL

Corey Johnson, Speaker

[ CounclHome | Legislaton | Calendar * CityCouncil ' Committees
' ‘ ‘ ' EIRSS (& Alerts
|‘ Details Reports
File #: Int 1696-2017 Version: A Name: Automated decision systems used by agencies.
| Type: Introduction Status: Enacted
; Committee: Committee on Technology
| On agenda: 8/24/2017
i Enactment date: 1/11/2018 Law number: 2018/049
i Title: A Local Law in relation to automated decision systems used by agencies
i Sponsors: James Vacca, Helen K. Rosenthal, Corey D. Johnson, Rafael Salamanca, Jr., Vincent J. Gentile, Robert E. Cornegy, Jr., Jumaane D. Williams, Ben Kallos, Carlos Menchaca
Council Member 9
Sponsors:
Summary: This bill wquld require the cyeation of a task force that provides recommendations on how. ipformation on agency automated decision systems may be shared with the public and
how agencies may address instances where people are harmed by agency automated decision systems.
Indexes: Oversight
1. Summary of Int. No. 1696-A, 2. Summary of Int. No. 1696, 3. Int. No. 1696, 4. August 24, 2017 - Stated Meeting Agenda with Links to Files, 5. Committee Report 10/16/17, 6.
Attachments: Hearing_Testimony 10/16/17, 7. Hearing Transcript 10/16/17, 8. Proposed Int. No. 1696-A - 12/12/17, 9. Committee Report 12/7/17, 10. Hearing_Transcript 12/7/17, 11.

December 11, 2017 - Stated Meeting Agenda with Links to Files, 12. Hearing Transcript - Stated Meeting 12-11-17, 13. Int. No. 1696-A (FINAL), 14. Fiscal Impact Statement, 15.
Legislative Documents - Letter to the Mayor, 16. Local Law 49, 17. Minutes of the Stated Meeting - December 11, 2017
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The original draft

Int. No. 1696 August 16, 2017

By Council Member Vacca

A Local Law to amend the administrative code of the city of New York, in relation to automated
processing of data for the purposes of targeting services, penalties, or policing to persons

Be it enacted by the Council as follows:

1 Section 1. Section 23-502 of the administrative code of the city of New York is amended
2  toadd a new subdivision g to read as follows:

3 g. Each agency that uses, for the purposes of targeting services to persons, imposing

4  penalties upon persons or policing, an algorithm or any other method of automated processing

5 system of data shall:

6 1. Publish on such agency’s website, the source code of such system; and

7 2. Permit a user to (i) submit data into such system for self-testing and (ii) receive the

8 results of having such data processed by such system.

9 § 2. This local law takes effect 120 days after it becomes law.

MAJ
LS# 10948
8/16/17 2:13 PM
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algorithmic transparency is not
synonymous with releasing the source
code

publishing source code helps, but it is sometimes
unnecessary and often insufficient
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algorithmic transparency requires data
transparency

data is used in training, validation, deployment

validity, accuracy, applicability can only be
understood In the data context

data transparency is necessary for all ADS, not
only for ML-based systems
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data transparency is not synonymous
with making all data public

release data whenever possible;
also release:

data selection, collection and pre-processing
methodologies; data provenance and quality
iInformation; known sources of bias; privacy-
preserving statistical summaries of the data
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Data Synthesizer

[Ping, Stoyanovich, Howe SSDBM 2017] http://demo.dataresponsibly.com/synthesizer/

| summary |
40 |
< Data age  int min=23 32% ,, :
i Describer 9 max=60 mis RN
f length no
E TETE S g5 len e
b o, g
= sex str cat L?ig 30 -
0
Data
Generator
before after
n=23 32%,. —wl
.. min= Poog WL
age int max=60 mis , B ;|
length  no Model +
- name s 401098 mis Inspector}
B0 oo B0 £
10% ,, | 1
sex str cat mis 2 T 3 :
0 0 E
comparison

Julia Stoyanovich




actionable transparency requires
interpretability

explain assumptions and effects, not details of
operation

engage the public - technical and non-technical
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“Nutritional labels” for data and models

[K. Yang, J. Stoyanovich, A. Asudeh, B. Howe, HV Jagadish, G. Miklau; SIGMOD 2018]

Ranking Facts

Recipe € Recipe Ingredients € Ingredients
Attribute Weight Attribute Correlation
Top 10: Top 10:
PubCount 1.0 PubCount 1.0
Attribute Maximum Median Minimum Attribute Maximum Median Minimum
Faculty 1.0 .
.24 :
PubCount 183 96 62 CSRankingAlirea 02 8 PubCount 18.3 956 62
GRE 1.0
Faculty 122 525 45 Faculty 0.12 8 CSRankingAllArea 13 6.5 1
GRE 800.0 796.3 771.9 Faculty 122 52.5 45
Corelation strength is based on its absolute value. Correlation over 0.75 is high,
between 0.25 and 0.75 is medium, under 0.25 is low.
Overall: Overall:
Attribute Maximum Median Minimum - o Attribute Maximum Median Minimum
Diversity at top-10
PubCount 18.3 29 1.4 PubCount 18.3 28 1.4
Faculty 122 32.0 14 Regional Code = DeptSizeBin = CSRankingAllArea 48 26.0 1
Regional Code = DeptSizeBin =
GRE 800.0 790.0 757.8 Faculty 122 32.0 14
Stability >
Stability .
€ Faimess
250 NE OW MW
NE @OW MW SA @ sC large @ Small
Generated Score SA Large ' _— _
y a FA*IR Pairwise Proportion
900
o DeptSizeBin p-value adjusteda p-value a p-value a
5
3 =pe. Large 1.0 0.87 0.99 0.05 1.0 0.05
g a0 onane € Stability
& **%ocsece,,, Small 0.0 0.71 00 005 00 0.05
800 O R0nng, - Top-K Stability DeptSizeBin FA*IR Pairwise Proportion
Top-10 Stable Large Fair ® Ffar ® Far ® Top K = 26 in FA'IR and Proportion oracles. Setting of top K: In FA'IR and Proportion
750 I s oracle, if N > 200, set top K =100. Otherwise set top K = 50%N. Pairwise oracle takes
0 10 20 30 0 50 60 Overal table Small Unfair (@) Unfar  (§) Unfair ® whole ranking as input. FA'IR is computed as using code in FA'IR codes. Proportion is
Rank Position S implemented as statistical test 4.1.3 in Proportion paper.

Slope at top-10: -6.91. Slope overall: -1.61.

Unfair when p-value of comresponding statistical test <= 0.05.
Unstable when absolute value of slope of fit line in scatter plot <= 0.25 (slope

threshold). Otherwise it is stable.

http://demo.dataresponsibly.com/rankingfacts/nutrition_facts/
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Properties of a nutritional label

Ranking Facts

comprehensible: short, simple, clear

bute Importan:

Count 0 &

Rankin 24 g
FFFFF ty 2 g n . . . f

u
consultative: prowde actionable info

Importance of a ut aranking is the
correlation coefficien en attribute
scores, computs r regression m) i
high if the absol the correlati
0.75, medium i lls between

otherwise.

e comparable: implying a standard

S i concrete: helps determine a dataset’s fitness for
use for a given task

DeptSizeBin FA*IR Pairwise Proportion

Large Fair @ Fair @ Fair @

Small Unfair @ Unfair ® Unfair @
ooty e computable: produced as a "by-product” of

esponding statistical test falls below 0.05.

¢ sy computation - interpretability-by-design

SSSSSS
llllll

joint with Howe [UW] - [Data Engineering Bulletin, 2019]
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transparency / interpretability by design,
not as an afterthought

provision for transparency and interpretability at
every stage of the data litecycle

useful internally during development, for
communication and coordination between
agencies, and for accountability to the public
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Frog’s eye view

where did the data how are results
come from?

what happens
inside the box?

juv_fel_cour decile_sco!

4/18/47
1/22/82
5/14/91
1/21/93
1/22/73
8/22/71
7/23/74
2/25/73
6/10/94
6/1/88
8/22/78
12/2/74
6/14/68
3/25/85
1/25/79
6/22/90
12/24/84
1/8/85
6/28/51
11/29/94
8/6/88
3/22/95
1/23/92
1/10/73
8/24/83
2/8/89
9/3/79
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Data lifecycle of an ADS
g

P

analysis
validation

querying
ranking

CHET]e
- annotation

acquisition
curation




Interpretability: in the

eye of the beholder



What are we explaining?

[J. Stoyanovich, J. Van Bavel, T. West; NMI 2020]

process (same for everyone? why is this the
process?) vs. outcome

procedural justice aims to ensure that
algorithms are perceived as fair and legitimate

data transparency is unique to algorithm-
assisted decision-making, relates to the
justification dimension of interpretability
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To whom are we explaining and why?

[J. Stoyanovich, J. Van Bavel, T. West; NMI 2020]

accounting for the needs of different
stakeholders

social identity - people trust their in-group
members more

moral cognition - is a decision or
outcome morally right or wrong?

Julia Stoyanovich




How do we know that we explained well?

[J. Stoyanovich, J. Van Bavel, T. West; NMI 2020]

nutritional labels! :)

... but do they work?

Julia Stoyanovich




taking responsibility




Personalized medicine

Analysis of a person’s medical data, genome, social data

personalized medicine personalized insurance
personalized care and expensive, or unaffordable,
predictive measures for those at risk

the same technoloéy_/ makes both possible!

should both uses be legal?

Julia Stoyanovich




Predictive tools across the hiring funnel

Sourcing
+* -
=
JOB DESCRIPTIONS
ADVERTISING

MATCHING
HEADHUNTING

Screening

Y

tht 14 4 T
b T

Interviewing

Help Wanted:
An Examination of Hiring Algorithms,
Equity, and Bias

December 2018

Upturn

Selection

i3

BACKGROUND v
OFFER

https://www.upturn.org/reports/2018/hiring-algorithms/
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Applying existing law

February 5, 2020

“... employers should understand how Al models work, including the
validation studies supporting screening systems, the variables leading
to decisions, and the steps vendors have taken to de-bias algorithms.
Ultimately, employers bear legal responsibility for discrimination in
their employment practices, even when using a third-party tool
developed by a vendor. Although vendors may contend that
information on the validity and operation of the system are proprietary
and confidential, employers cannot rely on vague representations of
validity; nor can employers rely on a vendor’s promise of

indemnification because multiple large cases could render a vendor
unable to satisfy this promise. *

Jenny R. Yang, Esq., Senior Fellow, Urban Institute

https://edlabor.house.gov/imo/media/doc/YangTestimony02052020.pdf
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Racially identifying names

[Latanya Sweeney; CACM 2013]

Ads by Google
Latanya Sweeney, Arrested?

- [ 1) Enter Name and State. 2) Access F
O '\)8 e Checks Instantly.

www.instantcheckmate.comV LATANYA SWEENEY
1420 Centre Ave
AdSense smcomte
Latanya Sweeney DOB: Oct27, 1950 (63 years od)
Public Records Found For: Latanya £ —
'ersonal . -
www.publicrecords.com/ 5 1 Him:exesse/bimcuelplos ‘ Criminal History Rate This Content: | 7|
{ This section contains possible citation, arrest, and criminal records for the subject of this report.
Location While our database does contain hundreds of millions of arrest records, different counties have different rules regarding
Detailed address history and what information they will and will not release.
L a Ta n !a related data, maps, etc.
We share with you as much information as we possibly can, but a clean slate here should not be interpreted as a guarantee
that Latanya Sweeney has never been arrested; it simply means that we were not able to locate any matching arrest records
- - ] [ ] - - in the data that is available to us.
Racismis Poisoning Online Ad Delivery, o >
Says Harvard Professor -
y No matching arrest records were found.

Google searches involving black-sounding names are
more likely to serve up ads suggestive of a criminal record
than white-sounding names, says computer scientist

racially identifying names trigger ads suggestive of a criminal record

https://www.technologyreview.com/s/510646/racism-is-poisoning-online-ad-delivery-says-harvard-professor/
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Response

https://www.technologyreview.com/s/510646/racism-is-poisoning-
online-ad-delivery-says-harvard-professor/

- - L as o — s o

In response to this blog post, a Google spokesperson sen

i “AdWords does not conduct any racial profiling. We a
violence policy which states that we will not allow ads th
organisation, person or group of people. It is up to individ
which keywords they want to choose to trigger their ads.”/&=2

af,, Gera s o i o i o o G i o o R S o G A o e G

e

as o = BRI ARI =

Instantcheckmate.com sends the following statement:

i “As a point of fact, Instant Checkmate would like to state { |
i never engaged in racial profiling in Google AdWords. We
! technology in place to even connect a name with a race|
! any attempt to do so. The very idea is contrary to our comple
i principles and values.”

Julia Stoyanovich
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Online job ads

theguardian j:::::alyzizzszms 11.29 BST Ju Iy 2015

Women less likely to be shown ads for
high-paid jobs on Google, study shows

Automated testing and analysis of company's advertising system reveals male The Ad FiSher tOO| SimUIated JOb Seekers

job seekers are shown far more adverts for high-paying executive jobs th at dl d not dlﬂ: er in brOWSin g b eh aVi or
_ preferences or demographic

characteristics, except in gender.

One experiment showed that Google
displayed ads for a career coaching service
for “$200k+" executive jobs 1,852 times to
the male group and only 318 times to the
female group. Another experiment, in July
2014, showed a similar trend but was not
statistically significant.

One experiment showed that Google displayed adverts for a career coaching service for executive jobs 1,852
times to the male group and only 318 times to the female group. Photograph: Alamy

https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study
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What are the legal ramifications?

[A. Datta, A. Datta, J. Makagon, D. Mulligan, M. Tschantz; FAT* 2018]

e Each actor in the advertising ecosystem may have contributed inputs that
produced the effect

o Itis impossible to know, without additional information, what the different
actors - other than the consumers of the ads - did or did not do

e |n particular, impossible to asses intent, which may be necessary to asses the
extent of legal liability. Or it may not!

e Title VIl of the 1964 Civil Rights Act makes it unlawful to discriminate based
on sex in several stages of employment. It includes an advertising
prohibition (think sex-specific help wanted columns in a newspaper), which
does not turn on intent

e Title VIl does not directly apply here because it is limited in scope to
employers, labor organizations, employment agencies, joint labor-
management committees

Fair Housing Act (FHA) is perhaps a better guide than Title VII, limiting both
content and activities that target advertisement based on protected attributes
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Online ad delivery

P D l ] B Y "..K".v u s a w n R l D \ I [ D H l“.‘“.h m

Facebook has been charged with housing "~
discrimination by the US government

‘Facebook is discriminating against people based upon who they are and where they live,’
says HUD secretary

By Russell Brandom | Mar 28, 2019, 7:51am EDT

This is the first federal discrimination lawsuit to deal with racial bias in targeted advertising,
a milestone that lawyers at HUD said was overdue. “Even as we confront new
technologies, the fair housing laws enacted over half a century ago remain clear—
discrimination in housing-related advertising is against the law,” said HUD General

POLICY \ US & WORLD \ TECH \

HUD reportedly also investigating Google and
Twitter in housing discrimination probe

By Adi Robertson | @thedextriarchy | Mar 28, 2019, 3:52pm EDT

https://www.theverge.com/2019/3/28/18285899/housing-urban-development-hud-facebook-lawsuit-google-twitter
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GENERAL DATA PROTECTION REGULATION (GDPR) RECITALS

GDPR
https:/gdpr-info.eu/

Chapter 1 (Art. 1 -4) “
General provisions

General Data Protection Regulation
Chapter 2 (Art. 5-11) “

Principles GD PR

Chapter 3 (Art. 12 — 23) o

Rights of the data subject
Welcome to gdpr-info.eu. Here you can find the official PDF of the Regulation (EU) 2016/679

Chapter 4 (Art. 24 - 43) v (General Data Protection Regulation) in the current version of the OJ L 119, 04.05.2016; cor. OJ
Controller and processor L 127, 23.5.2018 as a neatly arranged website. Al Articles of the GDPR are linked with suitable
Chapter 5 (Art. 44 - 50) v recitals. The European Data Protection Regulation is applicable as of May 25th, 2018 in all

Transfers of personal data to third

- ) . - member states to harmonize data privacy laws across Europe. If you find the page useful, feel
countries or international organisations

free to support us by sharing the project.
Chapter 6 (Art. 51 — 59) v

Independent supervisory authorities

Chapter 7 (Art. 60 — 76)

Cooperation and consistency Qule ACCeSS

Chapter 8 (Art. 77 — 84) o«

Remedies, liability and penalties Chapter1 - 123 4

Chapter 9 (Art. 85— 91) g Chapter2 -5678910 11

Provisions relating to specific processing Chapter3 - 12 13 14 15 16 17 18 19 20 21 22 23
situations

Chapter4 - 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43
Chapter5 - 44 45 46 47 48 49 50

Chapter6 - 51 52 53 54 55 56 57 58 59

Chapter7 - 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76
Chapter8 - 77 78 79 80 81 82 83 84

Chapter9 - 85 86 87 88 89 90 91

Chapter 10 (Art. 92 — 93) “
Delegated acts and implementing acts

Chapter 11 (Art. 94 — 99) o
Final provisions
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GDPR: scope and definitions

Article 2: Material Scope

® This Regulation applies to the processing of personal data wholly or partly by automated
means and to the processing other than by automated means of personal data which form
part of a filing system or are intended to form part of a filing system.

Article 4: Definitions

¢ ‘personal data’ means any information relating to an identified or identifiable natural
person (‘data subject’); an identifiable natural person is one who can be identified, directly
or indirectly, in particular by reference to an identifier such as a name, an identification
number, location data, an online identifier or to one or more factors specific to the physical,
physiological, genetic, mental, economic, cultural or social identity of that natural person;

¢ ‘processing’ means any operation or set of operations which is performed on personal
data or on sets of personal data, whether or not by automated means, such as collection,
recording, organisation, structuring, storage, adaptation or alteration, retrieval, consultation,
use, disclosure by transmission, dissemination or otherwise making available, alignment or
combination, restriction, erasure or destruction;

Julia Stoyanovich




GDPR: scope and definitions

Article 4: Definitions

¢ ‘controller’ means the natural or legal person, public authority, agency or
other body which, alone or jointly with others, determines the purposes
and means of the processing of personal data; where the purposes and
means of such processing are determined by Union or Member State law,
the controller or the specific criteria for its nomination may be provided for
by Union or Member State law;

‘processor’ means a natural or legal person, public authority, agency or
other body which processes personal data on behalf of the controller;

‘consent’ of the data subject means any freely given, specific, informed
and unambiguous indication of the data subject’s wishes by which he or
she, by a statement or by a clear affirmative action, signifies agreement to
the processing of personal data relating to him or her;

Julia Stoyanovich




Art. 7 GDPR
Conditions for consent

1.  Where processing is based on consent, the controller shall be able to
demonstrate that the data subject has consented to processing of his or
her personal data.

2. 'If the data subject’s consent is given in the context of a written
declaration which also concerns other matters, the request for consent
shall be presented in a manner which is clearly distinguishable from the
other matters, in an intelligible and easily accessible form, using clear
and plain language. “ Any part of such a declaration which constitutes an
infringement of this Regulation shall not be binding.

Julia Stoyanovich




Art. 7 GDPR
Conditions for consent

3. 'The data subject shall have the right to withdraw his or her consent at any time.
°The withdrawal of consent shall not affect the lawfulness of processing based on
consent before its withdrawal. © Prior to giving consent, the data subject shall be
informed thereof. “ It shall be as easy to withdraw as to give consent.

4.  When assessing whether consent is freely given, utmost account shall be taken of
whether, inter alia, the performance of a contract, including the provision of a
service, is conditional on consent to the processing of personal data that is not

necessary for the performance of that contract.

Julia Stoyanovich




Chapter 3

Rights of the data subject

Section1 - Transparency and modalities

Article 12 - Transparent information, communication and modalities for the
exercise of the rights of the data subject

Section2 - Information and access to personal data

Article 13 - Information to be provided where personal data are collected from
the data subject

Article 14 - Information to be provided where personal data have not been
obtained from the data subject

Article 15 -  Right of access by the data subject
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Chapter 3

Rights of the data subject

Section3 - Rectification and erasure

Article 16—  Right to rectification

Aricle 17~ _ Righ to erasure (rght to be forgotten

Article 18 -  Right to restriction of processing

Article 19 -  Notification obligation regarding rectification or erasure of personal

data or restriction of processing

Article 20 - Right to data portability
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Removing personal data

[S. Abiteboul and J. Stoyanovich; ACM JDIQ 2019]

The right to be forgotten (Article 17)
e Similar laws exist in other jurisdictions, e.g., Argentina (since 20006)
¢ Resulted in many dereferencing requests to search engines
e Often seen as controversial: reasons?

e May conflict with other legal requirements, or with technical requirements

Also, just technically challenging:
® have to re-engineer the data management stack, what are the issues?

e what about models?
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Chapter 3

Rights of the data subject

Section3 - Rectification and erasure

Article 16—  Right to rectification

Article 17 - Right to erasure (‘right to be forgotten’)

Article 18 -  Right to restriction of processing

Article 19 -  Notification obligation regarding rectification or erasure of personal

data or restriction of processing

Article 20 - Right to data portability
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Moving personal data

[S. Abiteboul and J. Stoyanovich; ACM JDIQ 2019]

The right to data portability (Article 20)
e Aims to prevent vendor lock-in
¢ \What are some technical difficulties?
e Suppose you want to move your photos from Service A to Service B?
e \What about moving your social interactions from Service A to Service B?
e Can we look at this from the point of view of inter-operability rather than

moving data?
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ﬂ"‘ . -
R Data Transfer Project (Download White Paper>

About Community Documentation Updates FAQ

About us

The Data Transfer Project was launched in 2018 to create an open-source, service-to-service data portability platform so that all individuals across the
web could easily move their data between online service providers whenever they want.

The contributors to the Data Transfer Project believe portability and interoperability are central to innovation. Making it easier for individuals to choose
among services facilitates competition, empowers individuals to try new services and enables them to choose the offering that best suits their needs.

Current contributors include:

’

s> HBE
L

What is the Data Transfer Project

Data Transfer Project (DTP) is a collaboration of organizations committed to building a common framework
with open-source code that can connect any two online service providers, enabling a seamless, direct, user
initiated portability of data between the two platforms.

https://datatransferproject.dev/

Learn More
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Chapter 3

Rights of the data subject

Section4 - Right to object and automated individual decision-making
Article21 - Right to object
Article 22 - Automated individual decision-making, including profiling
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Recital 58
The principle of transparency”

' The principle of transparency requires that any information addressed to the public or to
the data subject be concise, easily accessible and easy to understand, and that clear and
plain language and, additionally, where appropriate, visualisation be used. “Such
information could be provided in electronic form, for example, when addressed to the
public, through a website. ® This is of particular relevance in situations where the
proliferation of actors and the technological complexity of practice make it difficult for the
data subject to know and understand whether, by whom and for what purpose personal
data relating to him or her are being collected, such as in the case of online advertising.

“ Given that children merit specific protection, any information and communication, where
processing is addressed to a child, should be in such a clear and plain language that the
child can easily understand.

https:/gdpr-info.eu/recitals/no-58/
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Setting the stage: “Big Data Policing”

[Andrew Selbst; Georgia Law Review 2017)

“Despite its growing popularity, predictive policing is in its relative infancy and is still
mostly hype. Current prediction is akin to early weather forecasting, and, like Big Data
approaches in other sectors, mixed evidence exists about its effectiveness.

Cities such as Los Angeles, Atlanta, Santa Cruz, and Seattle have enlisted the predictive
policing software company PredPol to predict where property crimes will occur. Santa
Cruz reportedly “saw burglaries drop by 11% and robberies by 27% in the first year of
using [PredPol’s] software.” Similarly, Chicago’s Strategic Subject List—or “heat list"—of
people most likely to be involved in a shooting had, as of mid-2016, predicted more than
70% of the people shot in the city, according to the police.

But two rigorous academic evaluations of predictive policing experiments, one in
Chicago and another in Shreveport, have shown no benefit over traditional policing. A
great deal more study is required to measure both predictive policing’s benefits

and its downsides.

what are the potential benefits? what are the potential downsides?
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How to regulate “Big Data Policing”

[Andrew Selbst; Georgia Law Review 2017)

“While policing is just one of many aspects of society being upended by machine
learning, and potentially exacerbating disparate impact in a hidden way as a result, it is
a particularly useful case study because of how little our legal system is set up to
regulate it.”

The Fourth Amendment: The right of the people to be secure in their
persons, houses, papers, and effects, against unreasonable searches and
seizures, shall not be violated, and no Warrants shall issue, but upon
probable cause, supported by Oath or affirmation, and particularly
describing the place to be searched, and the persons or things to be seized.

“[...] the Fourth Amendment’s reasonable suspicion requirement is inherently a “small
data doctrine,” rendering it impotent in even its primary uses when it comes to data

mining.” :
J new legal strategies are needed
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How to regulate “Big Data Policing”

[Andrew Selbst; Georgia Law Review 2017)

“ Regarding predictive policing specifically, society lacks basic knowledge and
transparency about both the technology’s efficacy and its effects on vulnerable
populations. Thus, this Article proposes a regulatory solution designed to fill this

knowledge gap—to make the police do their homework and show it to the public
before buying or building these technologies.”

Main contribution: Algorithmic Impact Statements (AISs)

“Impact statements are designed to force consideration of the problem at an
early stage, and to document the process so that the public can learn what is at
stake, perhaps as a precursor to further regulation. The primary problem is

that no one, including the police using the technology, yet knows what the results
of its use actually are.”
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Algorithmic Impact Statements (AlSs)

[Andrew Selbst; Georgia Law Review 2017)

e Modeled on the Environmental Impact Statements (EISs) of the 1969 National
Environmental Policy Act (NEPA)

e GDPR requires “data protection impact assessments (DPIAs) whenever data
processing “is likely to result in a high risk to the rights and freedoms of natural
persons’

e Privacy impact statements (PIAs) are used to assess the risks of using personally
identifiable information by IT systems

The gist:
e Explore and evaluate all reasonable alternatives
¢ |nclude the alternative of “No Action”
¢ Include appropriate mitigation measures

* Provide opportunities for public comment
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Canadian ADS

directive




I * Government Gouvernement m
of Canada du Canada

Home = How government works = Policies, directives, standards and guidelines

Directive on Automated Decision-Making

The Government of Canada is increasingly looking to utilize artificial intelligence to make, or assist in
making, administrative decisions to improve service delivery. The Government is committed to doing
so in a manner that is compatible with core administrative law principles such as transparency,
accountability, legality, and procedural fairness. Understanding that this technology is changing
rapidly, this Directive will continue to evolve to ensure that it remains relevant.

Date modified: 2019-02-05

e Took effect on April 1, 2019, compliance by April 1, 2020
e Applies to any ADS developed or procured after April 1, 2020

- Reviewed automatically every 6 months
https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592
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Definitions

Appendix A: Definitions

* Administrative Decision Any decision that is made by an authorized official
of an institution as identified in section 9 of this Directive pursuant to powers
conferred by an Act of Parliament or an order made pursuant to a prerogative
of the Crown that affects legal rights, privileges or interests.

¢ Algorithmic Impact Assessment A framework to help institutions better
understand and reduce the risks associated with Automated Decision
Systems and to provide the appropriate governance, oversight and reporting/
audit requirements that best match the type of application being designed.

e Automated Decision System Includes any technology that either assists or
replaces the judgement of human decision-makers. These systems draw from
fields like statistics, linguistics, and computer science, and use techniques
such as rules-based systems, regression, predictive analytics, machine
learning, deep learning, and neural nets.

Julia Stoyanovich




Objectives

Section 4: Objectives and Expected Results

e 4.1 The objective of this Directive is to ensure that Automated Decision
Systems are deployed in a manner that reduces risks to Canadians and
federal institutions, and leads to more efficient, accurate, consistent, and
interpretable decisions made pursuant to Canadian law.

e 4.2 The expected results of this Directive are as follows:

e Decisions made by federal government departments are data-driven,
responsible, and complies with procedural fairness and due process
requirements.

¢ Impacts of algorithms on administrative decisions are assessed and
negative outcomes are reduced, when encountered.

e Data and information on the use of Automated Decision Systems in
federal institutions are made available to the public, when appropriate.
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Requirements

Section 6.1: Algorithmic Impact Assessment (excerpt)

e 6.1.1 Completing an Algorithmic Impact Assessment prior to the
production of any Automated Decision System.

e 6.1.2 ...

e 6.1.3 Updating the Algorithmic Impact Assessment when system
functionality or the scope of the Automated Decision System changes.

e 6.1.4 Releasing the final results of Algorithmic Impact Assessments in an
accessible format via Government of Canada websites and any other
services designated by the Treasury Board of Canada Secretariat pursuant
to the Directive on Open Government.
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Requirements

Section 6.2: Transparency

¢ providing notice before decisions
e providing explanations after decisions
® access to components

¢ release of source code, unless it’s classified Secret, Top Secret or
Protected C
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Impact Assessment Levels

Decisions classified w.r.t. impact on:

e the rights of individuals or communities,
¢ the health or well-being of individuals or communities,
e the economic interests of individuals, entities, or communities,

¢ the ongoing sustainability of an ecosystem.

Level I: no impact: impacts are reversible and brief

Level ll: moderate: impacts are likely reversible and short-term
Level lll: high: impacts are difficult to reversible and ongoing
Level IV: very high: impacts are irreversible and perpetual

higher impact levels lead to more stringent requirements

Julia Stoyanovich
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New York City Local Law 49

January 11, 2018
Local Law 49 of 2018 in relation to automated decision systems
used by agencies

THE NEw YOrk City COUNCIL

Corey Johnson, Speaker

[ CounclHome | Legislaton | Calendar * CityCouncil ' Committees
' ‘ ‘ ' EIRSS (& Alerts
|‘ Details Reports
File #: Int 1696-2017 Version: A Name: Automated decision systems used by agencies.
| Type: Introduction Status: Enacted
; Committee: Committee on Technology
| On agenda: 8/24/2017
i Enactment date: 1/11/2018 Law number: 2018/049
i Title: A Local Law in relation to automated decision systems used by agencies
i Sponsors: James Vacca, Helen K. Rosenthal, Corey D. Johnson, Rafael Salamanca, Jr., Vincent J. Gentile, Robert E. Cornegy, Jr., Jumaane D. Williams, Ben Kallos, Carlos Menchaca
Council Member 9
Sponsors:
Summary: This bill wquld require the cyeation of a task force that provides recommendations on how. ipformation on agency automated decision systems may be shared with the public and
how agencies may address instances where people are harmed by agency automated decision systems.
Indexes: Oversight
1. Summary of Int. No. 1696-A, 2. Summary of Int. No. 1696, 3. Int. No. 1696, 4. August 24, 2017 - Stated Meeting Agenda with Links to Files, 5. Committee Report 10/16/17, 6.
Attachments: Hearing_Testimony 10/16/17, 7. Hearing Transcript 10/16/17, 8. Proposed Int. No. 1696-A - 12/12/17, 9. Committee Report 12/7/17, 10. Hearing_Transcript 12/7/17, 11.

December 11, 2017 - Stated Meeting Agenda with Links to Files, 12. Hearing Transcript - Stated Meeting 12-11-17, 13. Int. No. 1696-A (FINAL), 14. Fiscal Impact Statement, 15.
Legislative Documents - Letter to the Mayor, 16. Local Law 49, 17. Minutes of the Stated Meeting - December 11, 2017
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The original draft

Int. No. 1696 August 16, 2017

By Council Member Vacca

A Local Law to amend the administrative code of the city of New York, in relation to automated
processing of data for the purposes of targeting services, penalties, or policing to persons

Be it enacted by the Council as follows:

1 Section 1. Section 23-502 of the administrative code of the city of New York is amended
2  toadd a new subdivision g to read as follows:

3 g. Each agency that uses, for the purposes of targeting services to persons, imposing

4  penalties upon persons or policing, an algorithm or any other method of automated processing

5 system of data shall:

6 1. Publish on such agency’s website, the source code of such system; and

7 2. Permit a user to (i) submit data into such system for self-testing and (ii) receive the

8 results of having such data processed by such system.

9 § 2. This local law takes effect 120 days after it becomes law.

MAJ
LS# 10948
8/16/17 2:13 PM
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How | got involved

October 16, 2017

THE

NEW YORKER By Julia Powles December 20, 2017

ELEMENTS

NEW YORK CITY’S BOLD, FLAWED ATTEMPT
TO MAKE ALGORITHMS ACCOUNTABLE

%]
Automated systems guide the allocation of everything from firehouses to food stamps. So why don’t
we know more about them?

i

https://dataresponsibly.github.io/documents/Stoyanovich_VaccaBill.pdf
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Summary of Local Law 49

January 11, 2018

An Automated Decision System (ADS) is a “computerized
implementation of algorithms, including those derived from machine
learning or other data processing or artificial intelligence
techniques, which are used to make or assist in making decisions.”

Form task force that surveys the current use of ADS in City
agencies and develops procedures for:

e requesting and receiving an explanation of an algorithmic
decision affecting an individual (3(b))

e interrogating ADS for bias and discrimination against members
of legally-protected groups (3(c) and 3(d))

e allowing the public to assess how ADS function and are used
(3(e)), and archiving ADS together with the data they use (3(f))

Julia Stoyanovich




The ADS Task Force

May 16, 2018

Visit alpha.nyc.gov to help us test out new ideas for NYC's website.

The Official Website of the City of New York B3 » Translate| ¥ Text Size

A NYC Resources NYC311 Office of the Mayor Events Connect Jobs Search Q

*#= Mayor de Blasio Announces First-
B [In-Nation Task Force To Examine
Automated Decision Systems

g Used By The City

May 16, 2018

NEW YORK— Today, Mayor de Blasio announced the creation of the Automated
Decision Systems Task Force which will explore how New York City uses algorithms.
The task force, the first of its kind in the U.S., will work to develop a process for

i Print | reviewing “automated decision systems,” commonly known as algorithms, through the
lens of equity, fairness and accountability.

“As data and technology become more central to the work of city government, the
algorithms we use to aid decision making must be aligned with our goals and values,”
said Mayor de Blasio. “The establishment of the Automated Decision Systems Task
Force is an important first step towards greater transparency and equity in our use of

wn“ -
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New York City’'s algorithm task force is fracturing

Some members say the city isn't being transparent Aprll 15, 2018

By Colin Lecher | @colinlecher | Apr 15, 2019, 8:43am EDT

With nothing to study, critics say, the
task force is toothless and able to
provide only broad policy
recommendations ...

New York University assistant
professor and task force member Julia
Stoyanovich told The Verge that if no
examples are forthcoming, “then
there was really no point in forming
the task force at all.”

https://dataresponsibly.github.io/documents/StoyanovichBarocas_April4,2019testimony.pdf
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The outcome

November 19, 2019

New York City THE CITY-.’(;I-::}-\‘JEW YoRK

OFFICE OF THE MAYOR
New York, N.Y. 10007

EXECUTIVE ORDER No. 50

November 19, 2019

ESTABLISHING AN

ALGORITHMS MANAGEMENT AND POLICY OFFICER

https://www1.nyc.gov/site/adstaskforce/index.page

https://www1.nyc.gov/assets/adstaskforce/downloads/pdf/ADS-Report-11192019.pdf
https://www1.nyc.gov/assets/home/downloads/pdf/executive-orders/2019/e0-50.pdf
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ADS regulation in NYC

Principles

e using ADS where they promote innovation and
efficiency in service delivery

e promoting fairness, equity, accountability, and
transparency in the use of ADS

e reducing potential harm across the lifespan of ADS




ADS regulation in NYC

Recommendations
e formalize ADS management functions

e build the City’s ADS management capacity

e broaden public conversation on ADS




Regulating hiring ADS: Int 1894-2020

THE NEW YORK Cirty COUNCIL
Corey Johnson, Speaker

This bill would regulate the use of automated employment decision tools, which, for the
purposes of this bill, encompass certain systems that use algorithmic methodologies to filter
candidates for hire or to make decisions regarding any other term, condition or privilege of
employment. This bill would prohibit the sale of such tools if they were not the subject of an
audit for bias in the past year prior to sale, were not sold with a yearly bias audit service at
no additional cost, and were not accompanied by a notice that the tool is subject to the
provisions of this bill. This bill would also require any person who uses automated
employment assessment tools for hiring and other employment purposes to disclose to
candidates, within 30 days, when such tools were used to assess their candidacy for
employment, and the job qualifications or characteristics for which the tool was used to
screen. Violations of the provisions of the bill would incur a penalty.




Hiring ADS regulation

Ehe New Pork Eimes March 17, 2021
We Need LaWS to Take On RaCISm The measure must require companies to publicly
: T — disclose what they find when they audit their tech for
aﬂd SeXlsm In lemg TCChﬂOlogy bias. Despite pressure to limit its scope, the City Council
Artificial intelligence used to evaluate job candidates must not must ensure that the bill would address discrimination in
become a tool that exacerbates discrimination. all forms — on the basis of not only race or gender but

also disability, sexual orientation and other protected
characteristics.

These audits should consider the circumstances of
people who are multiply marginalized — for example,
Black women, who may be discriminated against
because they are both Black and women. Bias audits
conducted by companies typically don’t do this.

By Alexandra Reeve Givens, Hilke Schellmann and Julia Stoyanovich
Ms. Givens is the chief executive of the Center for Democracy & Technology. Ms. Schellman
and Dr. Stoyanovich are professors at New York University focusing on artificial intelligence.

https://www.nytimes.com/2021/03/17/opinion/ai-employment-bias-nyc.html
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Hiring ADS regulation

&he New York Eimes March 17, 2021

The bill should [...] require validity testing, to ensure that
. the tools actually measure what they claim to, and it
We NCEd LaWS to Take On RaClsm must make certain that they measure characteristics
. . ¢ that are relevant for the job. Such testing would
aﬂd SeXlsm n lemg TEChﬂOlogy interrogate whether, for example, candidates’ efforts to
Artificial intelligence used to evaluate job candidates must not blow up a balloon in an online game reaIIy indicate their

become a tool that exacerbates discrimination. appetite for risk in the real world — and whether risk-
taking is necessary for the job.

... [T]he City Council must require vendors to tell
candidates how they will be screened by an automated
tool before the screening, so candidates know what to
expect. People who are blind, for example, may not
suspect that their video interview could score poorly if
they fail to make eye contact with the camera. If they
know what is being tested, they can engage with the
employer to seek a fairer test.

By Alexandra Reeve Givens, Hilke Schellmann and Julia Stoyanovich
Ms. Givens is the chief executive of the Center for Democracy & Technology. Ms. Schellman
and Dr. Stoyanovich are professors at New York University focusing on artificial intelligence.

https://www.nytimes.com/2021/03/17/opinion/ai-employment-bias-nyc.html
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Racial bias in health-care algorithms

Che New Hork Times By Sendhil Mullainathan

ECONOMIC VIEW Dec. 6, 2019

Biased Algorithms Are Easier
to Fix Than Biased People

Racial discrimination by algorithms or by people is harmful
— but that’s where the similarities end.

Tim Cook

In one study published 15 years ago, two people
applied for a job. Their résumés were about as
similar as two résumés can be. One person was
named Jamal, the other Brendan.

In a study published this year, two patients sought
medical care. Both were grappling with diabetes
and high blood pressure. One patient was black,
the other was white.

Both studies documented racial injustice: In the
first, the applicant with a black-sounding name got
fewer job interviews. In the second, the black
patient received worse care.

But they differed in one crucial respect. In the
first, hiring managers made biased decisions. In
the second, the culprit was a computer program.

https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html
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Fixing bias in algorithms?

Che New iﬁl,.ork Times By Sendhil Mullainathan
| Changing algorithms is easier than changing

Biased Algorithms Are Easier ~ Dec.6,2019 people: software on computers can be
to Fix Than Biased People updated; the “wetware” in our brains has so
Racial discrimination by algorithms or by people is harmful far proven much less pliable-

— but that’s where the similarities end.

[...] Ina 2018 paper [...], | took a cautiously
optimistic perspective and argued that with
proper regulation, algorithms can help to
reduce discrimination.

But the key phrase here is “proper
regulation,” which we do not currently have.

We must ensure all the necessary inputs to the
algorithm, including the data used to test and
create it, are carefully stored. * [...] We will
need a well-funded regulatory agency with
highly trained auditors to process this data.

Tim Cook

*my 2 cents:
https://ai.shorensteincenter.org/ideas/2018/11/26/follow-the-data-algorithmic-transparency-starts-with-data-transparency
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We all are responsible
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And more comics

launching on
May 12, 2021

WE ARE Al

#1 | WHAT 1S AI?

WE ARE Al Learning From ho lives. Who dies,
id Who decides?
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