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The promise of “AI”

Power

unprecedented data collection 

enormous computational power  

ubiquity and broad acceptance

Opportunity

accelerate science  

boost innovation 

transform government @FalaahArifKhan

goal
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Automated hiring systems

@FalaahArifKhan

“Automated hiring systems act 
as modern gatekeepers to 

economic opportunity.”
Jenny Yang

@FalaahArifKhan
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July 2015

October 2018

September 2014

February 2013

@FalaahArifKhan

And now… some bad news
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discrimination 
due process violations 

And now… some bad news

@FalaahArifKhan

who is 
responsible?

no snake-oil!

@FalaahArifKhan

@FalaahArifKhan



a push for 
regulation
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Automated Decision Systems (ADS)

Automated Decision Systems (ADS)

process data about people  

help make consequential decisions 

combine human & automated decision making 

aim to improve efficiency and promote equity 

are subject to auditing and public disclosure 

rely heavily 
on data

may or may 
not use AI 

may or may 
not have 

autonomy 



Regulating ADS?

Precautionary

@FalaahArifKhan

Nah! I’m fine!

@FalaahArifKhan

Regulation rocks!

Risk-based

@FalaahArifKhan



ADS regulation in NYC: take 1

@FalaahArifKhan

Principles

• using ADS where they promote innovation and 
efficiency in service delivery 

• promoting fairness, equity, accountability, and 
transparency in the use of ADS  

• reducing potential harm across the lifespan of ADS

no snake-oil!

@FalaahArifKhan



great! 
now what?



Framing technical solutions

@FalaahArifKhan
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“Bias” in predictive analytics

Statistical

model does not 
summarize the data 
correctly

Societal

data does not 
represent the world 
correctly



@FalaahArifKhan

Data, a reflection of the world
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Data, a reflection of the world



@FalaahArifKhan
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Changing the reflection won’t change the world



fairness & 
diversity

cannot fully 
automate 

responsibility!

state beliefs & 
assumptions



Goals and trade-offs
  Goals

diversity: pick k=4 candidates, including 2 of each 
gender, and at least one per race 

utility: maximize the total score of selected 
candidates

[Yang,  Gkatzelis, Stoyanovich (2019)]

score = 373

score = 372

  Problem

fairness: picked the best White 
and male candidates (A, B) but did 
not pick the best Black (E, F), Asian 
(I, J), or female (C, D) candidates

Beliefs

scores are more informative within 
a group than across groups - effort 
is relative to circumstance 

it is important to reward effort

@FalaahArifKhan



From beliefs to interventions

C D G H K L

95 95 90 86 83 83

highest-scoring 
skipped

lowest-scoring 
selected

Fairness for female candidates 83 / 95 = 0.91

BEFORE: diversity constraints only 

AFTER: diversity and fairness 
constraints 

[Yang,  Gkatzelis, Stoyanovich (2019)]

Beliefs

scores are more informative within 
a group than across groups - 
effort is relative to circumstance 

it is important to reward effort
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Goals and trade-offs

7 3
:) :(

4
:(

2
:(

1
:|

  Goals 

diversity: pick k=3 candidates, including at 
least 1 of each gender 

utility: maximize the total score of the selected 
candidates 

the twist: utility revealed upon interview, must 
decide on the spot whether to hire a candidate

8
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7
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Beliefs

scores are more informative within 
a group than across groups - effort 
is relative to circumstance 

it is important to reward effort

[Stoyanovich,  Yang, Jagadish (2018)]
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From beliefs to interventions

  Idea: diverse k-choice secretary 

learn what a good candidate looks 
separately for each category 

Beliefs

scores are more informative within 
a group than across groups - 
effort is relative to circumstance 

it is important to reward effort

[Stoyanovich,  Yang, Jagadish (2018)]

Common warm-up period

Per-category warm-up
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Thank you!
dataresponsibly.github.io

/courses
/comics

@stoyanoj
@FalaahArif

Khan

Responsible 
Data Science 

course

“Mirror Mirror”. 
Data, Responsibly 
Comics, Volume 1 

(2020) 
#RDSComic
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Frog’s eye view 

where did the data 
come from?

how are results 
used?

what happens 
inside the box?



a lifecycle view 
of ADS
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@FalaahArifKhan

sharing
annotation

acquisition
curation

querying
ranking

analysis
validation

Data lifecycle of an ADS

@FalaahArifKhan
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Bias in ADS, revisited

Pre-existing: exists independently of 
algorithm, has origins in society

Technical: introduced or exacerbated 
by the technical properties of an ADS

Emergent: arises due to context of use

to fight bias, state 
beliefs and 

assumptions 
explicitly

@FalaahArifKhan



taming technical 
bias

we break it —  
we fix it!



Model development lifecycle

  Goal

design a model to predict an 
appropriate level of compensation 
for job applicants 

[Schelter,  He, Khilnani, Stoyanovich (2020)]

demographics

employment

split

preprocess select 
model 

tune  &
validate

  Problem

accuracy is lower for middle-aged 
women - a fairness concern! 

now what?

interpolate
missing



Models and assumptions

imputing age

non-binary 
gender

address of 
a homeless 

person?imputing 
gender
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FairPrep: a holistic view of the pipeline

raw 
dataset

trainset

raw 
testset

missing
value

handler

complete
 trainset

feature
transform

featurised
trainset

complete
 testset

featurised
testset

fit fit

pre-
processor
[optional]

fit

preprocessed
trainset

preprocessed
testset

classifier

fit

predictions
for testset

post-
processor
[optional]

predictions
for testset

fit

metrics
for testset

resampler
[optional]

raw 
trainset

raw 
valset

complete
 valset

featurised
valset

preprocessed
valset

predictions
for valset

predictions
for valset

Model selection on training set 
and validation set

1
raw 

trainset

metrics for model n

...

User-defined choice 
of best model

2

missing
value

handler

feature
transform

pre-
processor
[optional]

classifier
post-

processor
[optional]

fit

Application of best model (and 
corresponding transformations)
on the test set

3

metrics for model 2

metrics for model 1

[Schelter,  He, Khilnani, Stoyanovich (2020)]



interpretability
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Ranking Facts

[Yang, Stoyanovich, Asudeh, Howe, Jagadish, Miklau  (2020)]
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Stability in ranking

Rankings are not benign. They enshrine very particular 

ideologies, and, at a time when American higher education is 

facing a crisis of accessibility and affordability, we have adopted a de-
facto standard of college quality that is uninterested in both of 
those factors. And why? Because a group of magazine analysts in an office 

building in Washington, D.C., decided twenty years ago to value 
selectivity over efficacy, to use proxies that 

scarcely relate to what they’re meant to be proxies for, and to pretend 
that they can compare a large, diverse, low-cost land-
grant university in rural Pennsylvania with a small, expensive, private Jewish 
university on two campuses in Manhattan.



Designing stable rankers

Goal find a scoring function to rank applicants

utility: with similar weights as what the human 
decision-maker has in mind 

stability: so that the resulting ranking doesn’t 
reshuffle when weights are changed slightly 

[Asudeh, Jagadish, Miklau, Stoyanovich (2018)]

@FalaahArifKhan

6 

Belief

stable rankings are 
more trustworthy
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Back to nutritional labels

comprehensible: short, simple, clear

consultative: provide actionable info 

comparable: implying a standard 

computable: incrementally constructed 

[Stoyanovich, Howe (2019)]



take-aways



Framing technical solutions

@FalaahArifKhan



We all are responsible

@FalaahArifKhan



Tech rooted in people

@FalaahArifKhan
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