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Online price discrimination
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lower prices offered to buyers who live in more affluent neighborhoods
https://www.wsj.com/articles/SB10001424127887323777204578189391813881534
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Online job ads

3

https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers 
that did not differ in browsing behavior, 
preferences or demographic 
characteristics, except in gender. 

One experiment showed that Google 
displayed ads for a career coaching service 
for “$200k+” executive jobs 1,852 times to 
the male group and only 318 times to the 
female group. Another experiment, in July 
2014, showed a similar trend but was not 
statistically significant.



SSDBM 2017

Job-screening personality tests
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http://www.wsj.com/articles/are-workplace-personality-tests-fair-1412044257

The Equal Employment Opportunity 
commission is investigating whether 
personality tests discriminate against 
people with disabilities.  

As part of the investigation, officials are 
trying to determine if the tests shut out 
people suffering from mental 
illnesses such as depression or bipolar 
disorder, even if they have the right skills 
for the job.
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Racial bias in criminal sentencing
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

A commercial tool COMPAS 
automatically predicts some categories 
of future crime to assist in bail and 
sentencing decisions.  It is used in 
courts in the US. 

The tool correctly predicts recidivism 
61% of the time. 

Blacks are almost twice as likely as 
whites to be labeled a higher risk but 
not actually re-offend. 

The tool makes the opposite mistake 
among whites: They are much more 
likely than blacks to be labeled lower 
risk but go on to commit other crimes. 

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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Lack of diversity in data and methods
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Like all technologies before it, artificial 
intelligence will reflect the values of its 
creators. So inclusivity matters — 
from who designs it to who sits on the 
company boards and which ethical 
perspectives are included.  

Otherwise, we risk constructing 
machine intelligence that mirrors a 
narrow and privileged vision of 
society, with its old, familiar biases 
and stereotypes.

http://www.nytimes.com/2016/06/26/opinion/sunday/artificial-intelligences-white-guy-problem.html
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https://www.nytimes.com/2017/01/13/
nyregion/mayor-de-blasio-scrambles-to-
curb-homelessness-after-years-of-not-

keeping-pace.html
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https://www.nytimes.com/
2016/02/06/nyregion/young-
and-homeless-in-new-york-

overlooked-and-
underserved.html
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Ending urban homelessness

• A variety of services: rapid rehousing, transitional housing, 
emergency shelter, permanent supportive housing 

• A variety of support mechanisms: substance abuse treatment, 
mental health treatment, protection for victims of domestic violence

• Challenges 

• recommend pathways through the system 

• evaluate effectiveness of interventions 

• measure performance of the coordinated system of homeless 
assistance 
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Piece of cake!
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done?

goal: responsible data science

FATML
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Data, Responsibly

11

fairness data protectiondiversity

transparency neutrality
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Data science lifecycle
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sharing 
annotation

acquisition 
curation

querying 
ranking

analysis 
validation

responsible data science starts with responsible data 
collection, sharing, integration, querying, ranking - with 

responsible data management!
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Systems support for responsible data science

13

Fides: A responsible data 
science platform.  

Responsibility by design, 
managed at all stages of the 
lifecycle of data-intensive 
applications. 

Application: DS for social 
good / urban homelessness
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key point: holistic view of the lifecycle, information about 
both data and process, allow us to do much more!
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Privacy-preserving synthetic data
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Privacy-preserving synthetic data
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Fairness in classification
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sex

F

M

⊖
⊖ ⊖

⊖

⊖

⊖

40% of the whole population

20%  
of women

60%  
of men

positive
outcomes

⊖

⊖ ⊖
⊖

⊕

⊕
⊕

⊕

Group fairness (aka statistical parity) 
demographics of the individuals receiving any outcome are the same as 

demographics of the underlying population

group 
fairness 

fails
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Fairness in ranking
       Input: database of items (individuals, colleges, cars, …) 

Score-based ranker: computes the score of each item using 
a known formula, e.g., monotone aggregation, then sorts 
items on score 

Output: permutation of the items (complete or top-k)

19

id sex race age cat

a F W 25 T

b F B 23 S

c M W 27 T

d M B 45 S

e M W 60 U

ranker

What is a positive outcome in a ranking?
idea: rankings are relative, fairness measures should be rank-aware



Thank you!


