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Online price discrimination
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lower prices offered to buyers who live in more affluent neighborhoods
https://www.wsj.com/articles/SB10001424127887323777204578189391813881534

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534
https://www.wsj.com/articles/SB10001424127887323777204578189391813881534


Online job ads
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https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers 
that did not differ in browsing behavior, 
preferences or demographic 
characteristics, except in gender. 

One experiment showed that Google 
displayed ads for a career coaching service 
for “$200k+” executive jobs 1,852 times to 
the male group and only 318 times to the 
female group. Another experiment, in July 
2014, showed a similar trend but was not 
statistically significant.

http://fusion.kinja.com/google-showed-women-ads-for-lower-paying-jobs-1793848970


Job-screening personality tests
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http://www.wsj.com/articles/are-workplace-personality-tests-fair-1412044257

The Equal Employment Opportunity 
commission is investigating whether 
personality tests discriminate against 
people with disabilities.  

As part of the investigation, officials are 
trying to determine if the tests shut out 
people suffering from mental 
illnesses such as depression or bipolar 
disorder, even if they have the right skills 
for the job.

http://www.wsj.com/articles/are-workplace-personality-tests-fair-1412044257


Racial bias in criminal sentencing
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

A commercial tool COMPAS 
automatically predicts some categories 
of future crime to assist in bail and 
sentencing decisions.  It is used in 
courts in the US. 

The tool correctly predicts recidivism 
61% of the time. 

Blacks are almost twice as likely as 
whites to be labeled a higher risk but 
not actually re-offend. 

The tool makes the opposite mistake 
among whites: They are much more 
likely than blacks to be labeled lower 
risk but go on to commit other crimes. 

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


Racial bias in criminal sentencing
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


Is algorithmic decision-making impartial?

Claim: Data-driven algorithms cannot be 
biased!  And yet… 

• Algorithms discriminate just like humans 
do, but at a larger scale 

• Processes are opaque, and defy public 
scrutiny 

• It is our responsibility to understand the 
issues and offer technological solutions 
that address them

• Technology must be informed by ethical and 
legal considerations
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http://www.allenovery.com/publications/
en-gb/Pages/Protected-characteristics-

and-the-perception-reality-gap.aspx

http://www.allenovery.com/publications/en-gb/Pages/Protected-characteristics-and-the-perception-reality-gap.aspx
http://www.allenovery.com/publications/en-gb/Pages/Protected-characteristics-and-the-perception-reality-gap.aspx
http://www.allenovery.com/publications/en-gb/Pages/Protected-characteristics-and-the-perception-reality-gap.aspx


The evils of discrimination

Disparate treatment is the illegal practice of 
treating an entity differently based on a 
protected characteristic such as race, 
gender, age, religion, sexual orientation, or 
national origin. 

Disparate impact is the result of systematic 
disparate treatment, where disproportionate 
adverse impact is observed on members of 
a protected class.

�8

http://www.allenovery.com/publications/en-
gb/Pages/Protected-characteristics-and-the-

perception-reality-gap.aspx

http://www.allenovery.com/publications/en-gb/Pages/Protected-characteristics-and-the-perception-reality-gap.aspx
http://www.allenovery.com/publications/en-gb/Pages/Protected-characteristics-and-the-perception-reality-gap.aspx
http://www.allenovery.com/publications/en-gb/Pages/Protected-characteristics-and-the-perception-reality-gap.aspx


NYC Algorithmic Transparency Law
Int. No. 1696-A: A Local Law in relation to automated 

decision systems used by agencies
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1/11/2018



NYC Algorithmic Transparency Law
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10/16/2017



The original draft 
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8/16/2017

this is NOT what was adopted



Summary of Int. No. 1696-A

Form an automated decision systems (ADS) task force that 
surveys current use of algorithms and data in City agencies and 
develops procedures for:   

• requesting and receiving an explanation of an algorithmic 
decision affecting an individual (3(b))  

• interrogating ADS for bias and discrimination against members 
of legally-protected groups (3(c) and 3(d)) 

• allowing the public to assess how ADS function and are used 
(3(e)), and archiving ADS together with the data they use (3(f))
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The ADS Task Force
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ADS example: urban homelessness
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Emergency 
shelter 

Transitional 
housing 

Rapid  
re-housing 

Permanent 
housing 

Housing with 
services Unsuccessful 

exit 

• Allocate interventions: services and support mechanisms 

• Recommend pathways through the system 

• Evaluate effectiveness of interventions, pathways, over-all system 
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https://www.nytimes.com/2017/01/13/
nyregion/mayor-de-blasio-scrambles-to-
curb-homelessness-after-years-of-not-

keeping-pace.html

https://www.nytimes.com/2017/01/13/nyregion/mayor-de-blasio-scrambles-to-curb-homelessness-after-years-of-not-keeping-pace.html
https://www.nytimes.com/2017/01/13/nyregion/mayor-de-blasio-scrambles-to-curb-homelessness-after-years-of-not-keeping-pace.html
https://www.nytimes.com/2017/01/13/nyregion/mayor-de-blasio-scrambles-to-curb-homelessness-after-years-of-not-keeping-pace.html
https://www.nytimes.com/2017/01/13/nyregion/mayor-de-blasio-scrambles-to-curb-homelessness-after-years-of-not-keeping-pace.html
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https://www.nytimes.com/
2016/02/06/nyregion/young-
and-homeless-in-new-york-

overlooked-and-
underserved.html



Responsible data science
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data protectionfairness diversity transparency

• Be transparent and accountable  

• Achieve equitable resource distribution 

• Be cognizant of the rights and preferences of individuals



Responsible data science
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• Be transparent and accountable  

• Achieve equitable resource distribution 

• Be cognizant of the rights and preferences of individuals

by Moritz Hardt



Responsible data science
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FAT/ML

• Be transparent and accountable  

• Achieve equitable resource distribution 

• Be cognizant of the rights and preferences of individuals

done?



Responsible data science
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FAT/ML

but where does the data come from?

• Be transparent and accountable  

• Achieve equitable resource distribution 

• Be cognizant of the rights and preferences of individuals



The data science lifecycle
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sharing 
annotation acquisition 

curation

querying 
ranking

analysis 
validation

responsible data science requires a holistic view 
of the data lifecycle



Revisiting the analytics step
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finding: women are underrepresented in 
some outcome groups (group fairness)

select * from R  
where status = ‘unsheltered’ 10% female
and length > 2 month

fix the model!

of course, but maybe… the input was generated with:

and length > 1 month 40% female



Revisiting the analytics step
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finding: young people are recommended 
pathways of lower effectiveness (high error rate)

fix the model!

of course, but maybe…

mental health info was missing for this population

go back to the data acquisition step, look for additional datasets



Revisiting the analytics step
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finding: minors are underrepresented in the input, compared to 
their actual proportion in the population (insufficient data) 

fix the model??unlikely to help!

minors data was not shared
go back to the data sharing step, help data providers share their data 

while adhering to laws and upholding the trust of the participants



Fides: responsibility by design
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Systems support for 
responsible data science 

Responsibility by design, 
managed at all stages of the 
lifecycle of data-intensive 
applications 

Applications: data science 
for social good

Fi
de

s&

Processing&

Integra0on&

Verifica0on&and&compliance& Provenance&
Explana0ons&

Querying&
Ranking&
Analy0cs&

Sharing&and&Cura0on&

Triage&
Alignment&
Transforma0on&

Annota0on&
Anonymiza0on&

responsible data science requires a holistic 
view of the data lifecycle

[BIGDATA] Foundations of responsible data management 09/2017-



What is fairness?
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[Fig. from Corbett-Davies et al., “Algorithmic 
Decision Making and the Cost of Fairness”] 

Re-arrest probabilities derived from 
COMPAS risk scores. 

inspired by Arvind Naranayan’s FAT* tutorial

In the window around 40%, about 40% 
of the defendants are re-arrested

ProPublica: “things look very different when analyzed from the perspective 
of the defendants, particularly those wrongly classified as future 
criminals.” 



What is fairness?
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(Predictive value) Decision maker: of those I labeled 
high-risk, how many will re-offend?

Did not 
recidivate TN FP 

Recidivated FN TP 

Labeled 
high-risk 

Labeled  
low-risk 

(False positive rate) Defendant: how likely am I to be 
incorrectly classified high-risk?

inspired by Arvind Naranayan’s FAT* tutorial

[Fig. from Corbett-Davies et al., “Algorithmic 
Decision Making and the Cost of Fairness”] 



What is fairness?
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Did not 
recidivate TN FP 

Recidivated FN TP 

Labeled 
high-risk 

Labeled  
low-risk 

inspired by Arvind Naranayan’s FAT* tutorial

[Fig. from Corbett-Davies et al., “Algorithmic 
Decision Making and the Cost of Fairness”] 

If an instrument satisfies predictive parity … but the prevalence 
differs between groups, the instrument cannot achieve equal false 
positive rates and equal false negative rates across those groups.

[Chouldechova. “Fair Prediction with Disparate Impact”, 2018] 



What is fairness?
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Different metrics matter to different stakeholders 

Different definitions are “right” in different contexts 

Often impossible to achieve simultaneously, impose trade-offs

Metric Equalized under
Selection probability Demographic parity
Pos. predictive value Predictive parity *
Neg. predictive value
False positive rate Error rate balance *
False negative rate Error rate balance *
Accuracy Accuracy equity

[Chouldechova, 2018] 

inspired by Arvind Naranayan’s FAT* tutorial

Did not 
recidivate TN FP 

Recidivated FN TP 

Labeled 
high-risk 

Labeled  
low-risk 



Individual vs. group fairness

Group fairness: Do outcomes systematically differ 
between demographic groups? 

Individual fairness: Are similar** individuals being 
treated similarly?
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Another take
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Construct Space Observed Space Decision Space

intelligence SAT score performance in 
collegegrit high-school GPA

propensity to 
commit crime family history

recidivism
risk-averseness age

fairness through mappings

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]



Individual fairness

What you see is what you get (WYSIWYG): there exists a mapping 
from CS to OS that has low distortion.  That is, we might believe that OS 
faithfully represents CS.  This is the individual fairness world view.
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CS 

•
•

•
•• •

•
•
•

OS DS 

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]



Group fairness
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We are all equal (WAE): the mapping from CS to OS introduces 
structural bias - there is a distortion that aligns with the group 
structure of CS. This is the group fairness world view.

Structural bias examples: SAT verbal questions function 
differently in the African-American and in the Caucasian 
subgroups in the US. 

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]

CS 

•
•

•
•• •

•
•
•

OS DS 

NB: measurement bias



Two notions of fairness
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individual fairness group fairness

equality equity

two intrinsically different world views



Diversity

�36

Like all technologies before it, artificial intelligence will reflect the values 
of its creators. So inclusivity matters — from who designs it to who sits 
on the company boards and which ethical perspectives are included.  

Otherwise, we risk constructing machine intelligence that mirrors a 
narrow and privileged vision of society, with its old, familiar biases 
and stereotypes.

+ Fairness in ranked outputs, 
joint with Yang [Drexel] 
[FATML 2016] [SSDBM 2017]
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http://drops.dagstuhl.de/opus/volltexte/2016/6764/pdf/dagrep_v006_i007_p042_s16291.pdf

The goals of the seminar were to 
assess the state of data analysis in 
terms of fairness, transparency and 
diversity, identify new research 
challenges, and derive an agenda 
for computer science research and 
education efforts in responsible data 
analysis and use. 

An important goal of the seminar was 
to identify opportunities for high-
impact contributions to this 
important emergent area 
specifically from the data 
management community.
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Dagstuhl Manifestos 7(1): 1-29 (2018)

http://dblp.org/db/journals/dagstuhl-manifestos/dagstuhl-manifestos7.html#AbiteboulABBCD018


�39



Responsible data science
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data protectionfairness diversity transparency

• Be transparent and accountable  

• Achieve equitable resource distribution 

• Be cognizant of the rights and preferences of individuals



Thank you!

FAT is the 
new ACID

dataresponsibly.com

http://dataresponsibly.com

