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Power

unprecedented data collection capabilities 

enormous computational power 

ubiquity and broad acceptance
Opportunity

improve people’s lives, e.g., recommendation 

accelerate scientific discovery, e.g., medicine 

boost innovation, e.g., autonomous cars 

transform society, e.g., open government 

optimize business, e.g., advertisement targeting
goal - progress

The power of data science



and now some bad 
news
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lower prices offered to buyers who live in more affluent neighborhoods
https://www.wsj.com/articles/SB10001424127887323777204578189391813881534

Online price discrimination
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Amazon same-day delivery

“… In six major same-day delivery 
cities, however, the service area 
excludes predominantly black 
ZIP codes to varying degrees, 
according to a Bloomberg analysis 
that compared Amazon same-day 
delivery areas with U.S. Census 
Bureau data.”

https://www.bloomberg.com/graphics/2016-amazon-same-day/
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Amazon same-day delivery

“The most striking gap in Amazon’s 
same-day service is in Boston, where 
three ZIP codes encompassing the 
primarily black neighborhood of 
Roxbury are excluded from same-
day service, while the neighborhoods 
that surround it on all sides are 
eligible.”

https://www.bloomberg.com/graphics/2016-amazon-same-day/
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Redlining is the practice of arbitrarily denying or limiting 
financial services to specific neighborhoods, generally because 
its residents are people of color or are poor.  

�7

Households and businesses 
in the red zones could not 
get mortgages or business 
loans.

Redlining

https://en.wikipedia.org/wiki/Redlining

A HOLC 1936 security map of Philadelphia showing 
redlining of lower income neighborhoods
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https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers 
that did not differ in browsing behavior, 
preferences or demographic 
characteristics, except in gender. 

One experiment showed that Google 
displayed ads for a career coaching service 
for “$200k+” executive jobs 1,852 times to 
the male group and only 318 times to the 
female group. Another experiment, in July 
2014, showed a similar trend but was not 
statistically significant.

Online job ads
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https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-
showed-bias-against-women-idUSKCN1MK08G

Gender bias in recruiting

“Note: Amazon does not disclose the gender 
breakdown of its technical workforce.”

“In effect, Amazon’s system taught itself 
that male candidates were preferable. It 
penalized resumes that included the word 
“women’s,” as in “women’s chess club 
captain.” And it downgraded graduates of 
two all-women’s colleges, according to 
people familiar with the matter. They did not 
specify the names of the schools.”
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racially identifying names trigger ads suggestive of a criminal record

[Latanya Sweeney; CACM 2013]

https://www.technologyreview.com/s/510646/racism-is-poisoning-online-ad-delivery-says-harvard-professor/

Racially identifying names
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A commercial tool COMPAS 
automatically predicts some categories 
of future crime to assist in bail and 
sentencing decisions.  It is used in 
courts in the US. 

The tool correctly predicts recidivism 
61% of the time. 

Blacks are almost twice as likely as 
whites to be labeled a higher risk but 
not actually re-offend. 

The tool makes the opposite mistake 
among whites: They are much more 
likely than blacks to be labeled lower 
risk but go on to commit other crimes. 

Racial bias in criminal sentencing

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Racial bias in criminal sentencing
A commercial tool COMPAS 
automatically predicts some 
categories of future crime to assist in 
bail and sentencing decisions.  It is 
used in courts in the US.
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“Bias” in predictive analytics

• Statistical bias in the model: a model is biased if it doesn’t 
summarize the data correctly 

• Societal bias in the data: a dataset is biased if it does not 
represent the world “correctly”, e.g., data is not 
representative, there is measurement error,  

• …. or the world is “incorrect”?

the world as it is or as it should be?
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TBD, , Mitchell, Potash, Barocas

7 DISCUSSION
Here we highlight some confusing terminology and suggest moving
to more descriptive language.

In the computer science literature it is common to equate an
individual with their variables, e.g. “we denote the set of individ-
uals by V ” [33]. Furthermore, P[Y = 1|V = �] is then called an
individual’s “true risk” [23, 24]. �ese terminologies allow us to
assume we have measured and conditioned on all the relevant at-
tributes of an individual. �e statistics literature usually separates
the notion of an individual (o�en indexed by i) from their measured
variables �i . We propose adopting this convention and describing
P[Y = 1|V = �] as conditional probabilities.

�e term “biased data” (e.g. [12, 18, 60, 72]) collapses retrospec-
tive injustice with statistical concerns about non-representative
sampling and measurement error, see Figure 2. �ere is overlap
between the two concepts, e.g. using arrests as a measure of crime
can introduce statistical bias from measurement error that is dif-
ferential by race because of a racist policing system [2, 76]. But
suppose we could perfectly measure crime, does this make the data
free from “bias”? In a statistical sense, yes.19 In a societal sense, no,
because crime rates re�ect societal injustice (including how crime
is de�ned).

world as it should and could be

world as it is

 retrospective injustice
(societal bias)

world according to data

 non-representative sampling
measurement error

Figure 2: “Biased data”

�e term “biased model/algorithm” is used to describe violations
of parities, e.g. unequal FPRs [6]. Lipton and Steinhardt caution
against collapsing statistical parities with legal or ethical concepts
[73]. Adopting the word “fairness” to describe the above de�ni-
tions leads to confusion, e.g. thinking that we should “applaud and
encourage” the application of any of them because it “ immedi-
ately increases the amount of fairness, by some metric” [101]. �is
“mythic equivalence between technical and social notions of fair-
ness” precludes progress [45]. Similarly, a quantity labeled “utility”
or “social welfare” may fail to re�ect the goals of many.

8 CONCLUSION
Our brief survey of fairness in prediction-based decision systems
has identi�ed several pitfalls. Neither maximization of a “utility
function” (e.g. accuracy) nor satisfaction of a “fairness constraint”
(e.g. demographic parity) guarantee social and political goals. Nei-
ther provide a complete, causal model of the world to prescribe

19In statistics, “bias” refers to properties of an estimator, not data. Here we mean bias
in the estimation of conditional probabilities or fairness metrics that could result from
non-representative data, measurement error, or model misspeci�cation.

interventions towards those goals. Both can narrow focus to the
quanti�able, introduce harmful simpli�cations, and mislead that
the issues are purely technical [45, 84]. But while data and math-
ematical formalization are far from saviors, they are not doomed
to be tools of oppression. Indeed, they can be designed to help
disadvantaged groups [35, 40, 95].

In the pursuit of that goal, we need explicit, clear communication.
We a�empted this in outlining the choices and assumptions made
in se�ing up a prediction-based decision system, the �rst few of
which are o�en implicit. We presented several de�nitions of fairness
from the literature in common notation to facilitate comparisons,
regarding none as the axiomatic de�nition of fairness, justice, or
nondiscrimination.

ACKNOWLEDGMENTS
�e authors would like to thank…

REFERENCES
[1] 1976. DeGra�enreid v. GENERAL MOTORS ASSEMBLY DIV., ETC. (1976).

h�ps://law.justia.com/cases/federal/district-courts/FSupp/413/142/1660699/
[2] Michelle Alexander. 2012. �e New Jim Crow. New Press.
[3] Julia Angwin and Je� Larson. 2016. Annotated responses to an academic

paper to Flores et al. (2016). h�ps://www.documentcloud.org/documents/
3248777-Lowenkamp-Fedprobation-sept2016-0.html

[4] Julia Angwin and Je� Larson. 2016. ProPublica Responds to Company�s
Critique of Machine Bias Story. (2016). h�ps://www.propublica.org/article/
propublica-responds-to-companys-critique-of-machine-bias-story

[5] Julia Angwin and Je� Larson. 2016. Technical Response to Northpointe. (2016).
h�ps://www.propublica.org/article/technical-response-to-northpointe

[6] Julia Angwin, Je� Larson, Surya Ma�u, and Lauren Kirchner. 2016. Machine
Bias: �ere’s so�ware used across the country to predict future criminals.
And it’s biased against blacks. (2016). h�ps://www.propublica.org/article/
machine-bias-risk-assessments-in-criminal-sentencing

[7] Kenneth Arrow and others. 1973. �e theory of discrimination. Discrimination
in labor markets 3, 10 (1973), 3–33.

[8] Zinzi D. Bailey, Nancy Krieger, Madina Agénor, Jasmine Graves, Natalia Linos,
and Mary T. Basse�. 2017. Structural racism and health inequities in the USA:
evidence and interventions. �e Lancet 389, 10077 (2017), 1453–1463.

[9] Chelsea Barabas, Karthik Dinakar, Joichi Ito, Madars Virza, and Jonathan Zi�rain.
2018. Interventions over Predictions: Reframing the Ethical Debate for Actuarial
Risk Assessment. (2018). Presented at FAT* 2018, February 2018, New York, NY
USA.

[10] Solon Barocas and Moritz Hardt. 2017. Fairness in Machine Learning. (2017).
h�ps://vimeo.com/248490141 Presented at the 31st Annual Conference on Neural
Information Processing Systems (NIPS), December 2017, Long Beach, CA USA.

[11] Solon Barocas, Moritz Hardt, and Arvind Narayanan. 2018. Fairness and Machine
Learning. fairmlbook.org. h�p://www.fairmlbook.org

[12] Solon Barocas and Andrew D. Selbst. 2016. Big data’s disparate impact. Cal. L.
Rev. 104 (2016), 671. h�p://www.californialawreview.org/wp-content/uploads/
2016/06/2Barocas-Selbst.pdf

[13] Gary S. Becker. 2010. �e economics of discrimination. University of Chicago
press.

[14] James O. Berger. 1985. Statistical Decision�eory and Bayesian Analysis. Springer
New York.

[15] Richard Berk, Hoda Heidari, Shahin Jabbari, Michael Kearns, and Aaron Roth.
2017. Fairness in criminal justice risk assessments: the state of the art. arXiv
preprint arXiv:1703.09207 (2017).

[16] Joseph K. Blitzstein and Jessica Hwang. 2014. Introduction to Probability. CRC
Press.

[17] Joy Buolamwini and Timnit Gebru. 2018. Gender shades: Intersectional accu-
racy disparities in commercial gender classi�cation. In Conference on Fairness,
Accountability and Transparency (FAT*). 77–91.

[18] Alexandra Chouldechova. 2017. Fair prediction with disparate impact: A study
of bias in recidivism prediction instruments. Big data 5, 2 (2017), 153–163.
h�ps://www.andrew.cmu.edu/user/achoulde/�les/disparate impact.pdf

[19] Alexandra Chouldechova, Diana Benavides-Prado, Oleksandr Fialko, and Rhema
Vaithianathan. 2018. A case study of algorithm-assisted decision making in child
maltreatment hotline screening decisions. In Conference on Fairness, Account-
ability and Transparency (FAT*). 134–148.

[20] Anne T. Cleary. 1966. Test bias: Validity of the Scholastic Aptitude Test for Negro
and white students in integrated colleges. ETS Research Bulletin Series 1966, 2

8

from “Prediction-Based Decisions and Fairness” by Mitchell, Potash and Barocas, 2018

Biased data reflects the world

when data is about people, bias can lead to discrimination
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Disparate treatment is the illegal practice of 
treating an entity, such as a creditor or 
employee, differently based on a protected 
characteristic such as race, gender, age, 
religion, sexual orientation, or national origin. 

Disparate impact is the result of systematic 
disparate treatment, where disproportionate 
adverse impact is observed on members of 
a protected class.

�15

http://www.allenovery.com/publications/
en-gb/Pages/Protected-characteristics-

and-the-perception-reality-gap.aspx

The evils of discrimination
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Credit - Equal Credit Opportunity Act 

Education  - Civil Rights Act of 1964

Employment  - Civil Rights Act of 1964 

Housing - Fair Housing Act

�16

Regulated domains

regulation does not immediately apply here!

http://www.allenovery.com/publications/
en-gb/Pages/Protected-characteristics-

and-the-perception-reality-gap.aspx
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Credit - Equal Credit Opportunity Act 

Education  - Civil Rights Act of 1964

Employment  - Civil Rights Act of 1964 

Housing - Fair Housing Act
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Regulated domains

regulation does not immediately apply here!

http://www.allenovery.com/publications/
en-gb/Pages/Protected-characteristics-

and-the-perception-reality-gap.aspxopacity makes detecting problems difficult



Title Text

Julia Stoyanovich

Title Text
Data science is algorithmic, therefore it 
cannot be biased!  And yet… 

• All traditional evils of discrimination, 
and many new ones, exhibit 
themselves in the data science 
ecosystem 

• Transparency helps prevent 
discrimination, enable public debate, 
establish trust  

• Technology alone won’t do: also need 
regulation and civic engagement

�18

http://www.allenovery.com/publications/
en-gb/Pages/Protected-characteristics-

and-the-perception-reality-gap.aspx

The punchline

responsible data science is our new frontier!



an (ongoing) attempt 
at regulation
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Local Law 49 of 2018 in relation to automated 
decision systems used by agencies

1/11/2018

NYC ADS transparency law
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The original draft
8/16/2017

this is NOT what was adopted
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10/16/2017

Let’s speak up!
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Form an automated decision systems (ADS) task force that surveys 
current use of algorithms and data in City agencies and develops 
procedures for:   

• requesting and receiving an explanation of an algorithmic 
decision affecting an individual (3(b))  

• interrogating ADS for bias and discrimination against members 
of legally-protected groups (3(c) and 3(d)) 

• allowing the public to assess how ADS function and are used 
(3(e)), and archiving ADS together with the data they use (3(f))

�23

Summary of Local Law 49
1/11/2018
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The ADS Task Force
5/16/2018



mitigating bias and 
discrimination
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FAT/ML
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Fairness in machine learning

by Moritz Hardt
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FAT/ML
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Fairness in machine learning
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Fairness in ranking

rank% gender%
1" M"
2" M"
3" F"
4" M"
5" M"
6" F"
7" M"
8" F"
9" F"
10" F"

rank% gender%
1" M"
2" M"
3" M"
4" M"
5" M"
6" F"
7" F"
8" F"
9" F"
10" F"

rank% gender%
1" M"
2" F"
3" M"
4" F"
5" M"
6" F"
7" M"
8" F"
9" M"
10" F"

f = 0.3 f = 0.5f = 0

Idea: Rankings are relative, fairness measures should be rank-aware

�28

[Yang and Stoyanovich, FATML 2016]
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More fairness in ranking

�29

ACM SIGMOD 2019
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Fairness and diversity in set selection

�30

1
2

3
1

2
3
4
5
6

1
2

3
1

ranked

1
1
2
3

proportional

1
2
1
2

equal

select 4 
applicants

Can state all these as constraints:
for each category i, pick Ki elements, with   floori ≤ Ki ≤ ceili

[Stoyanovich, Yang, Jagadish EDBT 2018]



and now some bad 
news
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Fairness in classification  is concerned with how 
outcomes are assigned to a population

population

◦
◦

◦
◦

◦

◦

◦
◦

◦ ◦ ◦
◦

◦
◦

◦

◦

◦
◦

◦ ◦⊕

⊕

⊕

⊕

⊖

⊖
⊖ ⊖

⊖
⊖

assignments
individual with

negative outcome
individual with

positive outcome

40% of the population

positive outcomes

Fairness in classification
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Sub-populations are treated differently

black

white

⊕ ⊖
⊖ ⊖

⊕
⊕⊖

⊖

⊖

⊕

40% of the whole population

20%  
of black

60%  
of white

positive
outcomes

statistical
parity
fails

}
disparate
impact 

ra
ce

Fairness in classification
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Statistical parity (a popular group fairness measure) 
demographics of the individuals receiving any outcome are the same 

as demographics of the underlying population

SAT score
high low

black

white

⊕
⊖
⊖⊖

⊕

⊕ ⊖

⊖

⊖

positive 
outcomes

20%  
of black  

60%  
of white

ra
ce

Statistical parity 

⊕
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Statistical parity (a popular group fairness measure) 
demographics of the individuals receiving any outcome are the same 

as demographics of the underlying population

SAT score
high low

black

white

⊕
⊖
⊖

⊖

⊕

⊕ ⊖

⊖

⊖

⊕

positive 
outcomes

40%  
of black  

40%  
of white

ra
ce

Individual fairness
any two individuals who are similar w.r.t. a particular task should 

receive similar outcomes

Is statistical parity sufficient?
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Ricci v. DeStefano (2009)
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individual fairness group fairness

equality equity

two intrinsically different world views

Two notions of fairness
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Fairness definitions as “trolley problems”

https://www.helpage.org/silo/images/blogs/16_1391611056.gif



and more bad news
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New Jersey bail reform
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New Jersey bail reform
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Racial bias in criminal sentencing
A commercial tool COMPAS 
automatically predicts some 
categories of future crime to assist in 
bail and sentencing decisions.  It is 
used in courts in the US.
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• A risk assessment tool gives a probability estimate of a 
future outcome 

• Used in many domains:  

• insurance, criminal sentencing, medical testing, hiring, 
banking 

• also in less-obvious set-ups, like online advertising 

• Fairness in risk assessment is concerned with how different 
kinds of errors are distributed among sub-populations

�43

Fairness in risk assessment



Title Text

Julia Stoyanovich

Title Text

COMPAS is well-calibrated: in the window around 40%, the 
fraction of defendants who were re-arrested is ~40%, both 

over-all and per group.

�44

COMPAS as a predictive instrument

Figure 1: Top: distribution of risk scores for Broward
County data (le�), and simulated data drawn from two beta
distributions with equal means (right). Bottom: using a sin-
gle threshold which detains 30% of defendants in Broward
County violates statistical parity (as measured by detention
rate), predictive equality (false positive rate), and condi-
tional statistical parity (detention rate conditional on num-
ber of prior arrests). We omit the last measure for the sim-
ulated data since that would require making additional as-
sumptions about the relationship of priors and risk in the
hypothetical populations.

�e reason for these disparities is that white and black defen-
dants in Broward County have di�erent distributions of risk, pY |X ,
as shown in Figure 1. In particular, a greater fraction of black de-
fendants have relatively high risk scores, in part because black
defendants are more likely to have prior arrests, which is a strong
indicator of reo�ending. Importantly, while an algorithm designer
can choose di�erent decision rules based on these risk scores, the
algorithm cannot alter the risk scores themselves, which re�ect
underlying features of the population of Broward County.

Once a decision threshold is speci�ed, these risk distributions
determine the statistical properties of the decision rule, including
the group-speci�c detention and false positive rates. In theory, it is
possible that these distributions line up in a way that achieves sta-
tistical parity or predictive equality, but in practice that is unlikely.
Consequently, any decision rule that guarantees these various fair-
ness criteria are met will in practice deviate from the unconstrained
optimum.

Kleinberg et al. [29] establish the incompatibility of di�erent
fairness measures when the overall risk Pr(Y = 1 | �(X ) = �i ) dif-
fers between groups �i . However, the tension we identify between
maximizing public safety and satisfying various notions of algorith-
mic fairness typically persists even if groups have the same overall
risk. To demonstrate this phenomenon, Figure 1 shows risk score
distributions for two hypothetical populations with equal average
risk. Even though their means are the same, the tail of the red dis-
tribution is heavier than the tail of the blue distribution, resulting
in higher detention and false positive rates in the red group.

�at a single decision threshold can, and generally does, result in
racial disparities is closely related to the notion of infra-marginality

Figure 2: Recidivism rate by COMPAS risk score and race.
White and black defendants with the same risk score are
roughly equally likely to reo�end, indicating that the scores
are calibrated. �e �-axis shows the proportion of defen-
dants re-arrested for any crime, including non-violent of-
fenses; the gray bands show 95% con�dence intervals.

in the econometric literature on taste-based discrimination [3, 4,
34, 37]. In that work, taste-based discrimination [6] is equated
with applying decision thresholds that di�er by race. �eir se�ing
is human, not algorithmic, decision making, and so one cannot
directly observe the thresholds being applied; the goal is thus to
infer the thresholds from observable statistics. �ough intuitively
appealing, detention rates and false positive rates are poor proxies
for the thresholds: these infra-marginal statistics consider average
risk above the thresholds, and so can di�er even if the thresholds
are identical (as shown in Figure 1). In the algorithmic se�ing, past
fairness measures notably focus on these infra-marginal statistics,
even though the thresholds themselves are directly observable.

6 DETECTING DISCRIMINATION
�e algorithms we have thus far considered output a decision d(x)
for each individual. In practice, however, algorithms like COMPAS
typically output a score s(x) that is claimed to indicate a defendant’s
risk pY |X ; decision makers then use these risk estimates to select
an action (e.g., release or detain).

In some cases, neither the procedure nor the data used to gener-
ate these scores is disclosed, prompting worry that the scores are
themselves discriminatory. To address this concern, researchers
o�en examine whether scores are calibrated [29], as de�ned by
Eq. (4).10 Since the true probabilities pY |X are necessarily cali-
brated, it is reasonable to expect risk estimates that approximate
these probabilities to be calibrated as well. Figure 2 shows that the
COMPAS scores indeed satisfy this property. For example, among
defendants who scored a seven on the COMPAS scale, 60% of white
defendants reo�ended, which is nearly identical to the 61% percent
of black defendants who reo�ended.

However, given only scores s(x) and outcomes �, it is impossible
to determine whether the scores are accurate estimates of pY |X
10Some researchers also check whether the AUC of scores is similar across race
groups [38]. �e theoretical motivation for examining AUC is less clear, since the true
risk distributions might have di�erent AUCs, a pa�ern that would be reproduced in
scores that approximate these probabilities. In practice, however, one might expect
the true risk distributions to yield similar AUCs across race groups—and indeed this is
the case for the Broward County data.

[plot from Corbett-Davies et al.; KDD 2017]

Predictive parity (also called calibration) 
an instrument identifies a set of instances as having probability x of 

constituting positive instances, then approximately an x fraction of this 
set are indeed positive instances, over-all and in sub-populations

[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS 2017]
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Group fairness impossibility result
[A. Chouldechova; arXiv:1610.07524v1 (2017)]

If a predictive instrument satisfies predictive parity, but the prevalence of the 
phenomenon differs between groups, then the instrument cannot achieve equal 

false positive rates and equal false negative rates across these groups

Recidivism rates in the ProPublica dataset are higher for the 
black group than for the white group

What is recidivism?: Northpointe [the maker of COMPAS] defined 
recidivism as “a finger-printable arrest involving a charge and a filing 
for any uniform crime reporting (UCR) code.”
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
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Fairness for whom?

labeled 
low-risk

labeled 
high-risk

did not 
recidivate TN FP

recidivated FN TP

Decision-maker: of those 
I’ve labeled high-risk, how 
many will recidivate? 

Defendant: how likely am I 
to be incorrectly classified 
high-risk? 

different metrics matter to different stakeholders

based on a slide by Arvind Narayanan

h"ps://www.propublica.org/ar2cle/propublica-responds-to-
companys-cri2que-of-machine-bias-story	
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Fairness definitions as “trolley problems”

https://www.helpage.org/silo/images/blogs/16_1391611056.gif



towards algorithmic 
transparency
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Point 1

algorithmic transparency is not 
synonymous with releasing the source 

code 
publishing source code helps, but it is sometimes 

unnecessary and often insufficient 
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Point 2

algorithmic transparency requires data 
transparency 

data is used in training, validation, deployment 

validity, accuracy, applicability can only be 
understood in the data context 

data transparency is necessary for all ADS, not 
only for ML-based systems 
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Point 3

data transparency is not synonymous 
with making all data public
release data whenever possible;  

also release:  

data selection, collection and pre-processing 
methodologies; data provenance and quality 
information; known sources of bias; privacy-
preserving statistical summaries of the data
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Data Synthesizer
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http://demo.dataresponsibly.com/synthesizer/[Ping, Stoyanovich, Howe SSDBM 2017]
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http://www.govtech.com/security/University-Researchers-Use-Fake-Data-for-Social-Good.html

MetroLab “Innovation of the Month”

Data Synthesizer
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Data Synthesizer

http://demo.dataresponsibly.com/synthesizer/

[Ping, Stoyanovich, Howe SSDBM 2017]
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Point 4

actionable transparency requires 
interpretability

explain assumptions and effects, not details of 
operation 

engage the public - technical and non-technical
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http://demo.dataresponsibly.com/rankingfacts/nutrition_facts/
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Transparency with “nutritional labels” 
[Yang, Stoyanovich et al. ACM SIGMOD 2018]
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Point 5

transparency by design, not as an 
afterthought

provision for transparency and interpretability at 
every stage of the data lifecycle 

useful internally during development, for 
communication and coordination between 

agencies, and for accountability to the public
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but where does the data come from?

Frog’s eye view
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sharing 
annotation acquisition 

curation

querying 
ranking

analysis 
validation

responsible data science requires a holistic view 
of the data lifecycle

The data science lifecycle
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Systems support for 
responsible data science 

Responsibility by design, 
managed at all stages of the 
lifecycle of data-intensive 
applications 

Fi
de

s&

Processing&

Integra0on&

Verifica0on&and&compliance& Provenance&
Explana0ons&

Querying&
Ranking&
Analy0cs&

Sharing&and&Cura0on&

Triage&
Alignment&
Transforma0on&

Annota0on&
Anonymiza0on&

Responsibility by design

[BIGDATA] Foundations of responsible data management 09/2017-
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ADS example

• Allocate interventions: services and support mechanisms 

• Recommend pathways through the system 

• Evaluate effectiveness of interventions, pathways, over-all system 

Emergency 
shelter 

Transitional 
housing 

Rapid  
re-housing 

Permanent 
housing 

Housing with 
services Unsuccessful 

exit 

image by Bill Howe
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How do we get the data?

• A multitude of datasets gathered from local communities, data is 
weakly structured: inconsistencies, missing values, hidden and 
apparent bias 

• Some data was anonymized, other data was not shared in fear 
of violating regulations or the trust of participants 

• Shared data was triaged, aligned, integrated (ETL + SQL)  

• Integrated data was then filtered (SQL) and prioritized (sorted/
ranked), and only then passed as input to the learning module
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https://www.nytimes.com/2017/01/13/
nyregion/mayor-de-blasio-scrambles-to-
curb-homelessness-after-years-of-not-

keeping-pace.html
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https://www.nytimes.com/
2016/02/06/nyregion/young-
and-homeless-in-new-york-

overlooked-and-
underserved.html
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finding: women are underrepresented in the 
favorable outcome groups (group fairness)

select * from R  
where status = ‘unsheltered’ 10% female
and length > 2 month

fix the model!

of course, but maybe… the input was generated with:

Mitigating urban homelessness
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finding: women are underrepresented in the 
favorable outcome groups (group fairness)

select * from R  
where status = ‘unsheltered’
and length > 1 month

fix the model!

of course, but maybe… the input was generated with:

40% female

Mitigating urban homelessness



Title Text

Julia Stoyanovich

Title Text

�67

finding: young people are recommended 
pathways of lower effectiveness (high error rate)

fix the model!

of course, but maybe…

mental health info was missing for this population

go back to the data acquisition step, look for additional datasets

Mitigating urban homelessness
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finding: minors are underrepresented in the input, compared to 
their actual proportion in the population (insufficient data) 

fix the model??unlikely to help!

minors data was not shared
go back to the data sharing step, help data providers share their data 

while adhering to laws and upholding the trust of the participants

Mitigating urban homelessness
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Data science is algorithmic, therefore it 
cannot be biased!  And yet… 

• All traditional evils of discrimination, 
and many new ones, exhibit 
themselves in the data science 
ecosystem 

• Transparency helps prevent 
discrimination, enable public debate, 
establish trust  

• Technology alone won’t do: also need 
regulation and civic engagement

�70

http://www.allenovery.com/publications/
en-gb/Pages/Protected-characteristics-

and-the-perception-reality-gap.aspx

The punchline

responsible data science is our new frontier!
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Codes of ethics
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Codes of ethics
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Three principles

Respect for persons

Beneficence 

Justice
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Thank you!

dataresponsibly.github.io

@stoyanoj
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