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individual fairness group fairness

equality equity

two intrinsically different world views

Two notions of fairness
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Fairness definitions as “trolley problems”

https://www.helpage.org/silo/images/blogs/16_1391611056.gif
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• A risk assessment tool gives a probability estimate of a 
future outcome 

• Used in many domains:  

• insurance, criminal sentencing, medical testing, hiring, 
banking 

• also in less-obvious set-ups, like online advertising 

• Fairness is concerned with how different kinds of errors 
are distributed among sub-populations

• Recall our discussion on fairness in classification - similar? 

�4

Fairness in risk assessment
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Racial bias in criminal sentencing
A commercial tool COMPAS 
automatically predicts some 
categories of future crime to assist in 
bail and sentencing decisions.  It is 
used in courts in the US.
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• Calibration 

• Balance for the positive class 

• Balance for the negative class
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Desirable properties of risk tools
[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS (2017)]

can we have all these properties?

“risk assessment tool / instrument” = “risk tool / instrument” 
for brevity in the rest of today’s slides
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Calibration

given the output of a risk tool, likelihood of belonging to 
the positive class is independent of group membership

positive
outcomes:

do recidivate

risk score
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0.6 means 0.6 for any defendant - likelihood of recidivism

why do we want calibration?
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COMPAS is well-calibrated: in the window around 40%, 
the fraction of defendants who were re-arrested is ~40%, 
both over-all and per group.

�8

Calibration in COMPAS

Figure 1: Top: distribution of risk scores for Broward
County data (le�), and simulated data drawn from two beta
distributions with equal means (right). Bottom: using a sin-
gle threshold which detains 30% of defendants in Broward
County violates statistical parity (as measured by detention
rate), predictive equality (false positive rate), and condi-
tional statistical parity (detention rate conditional on num-
ber of prior arrests). We omit the last measure for the sim-
ulated data since that would require making additional as-
sumptions about the relationship of priors and risk in the
hypothetical populations.

�e reason for these disparities is that white and black defen-
dants in Broward County have di�erent distributions of risk, pY |X ,
as shown in Figure 1. In particular, a greater fraction of black de-
fendants have relatively high risk scores, in part because black
defendants are more likely to have prior arrests, which is a strong
indicator of reo�ending. Importantly, while an algorithm designer
can choose di�erent decision rules based on these risk scores, the
algorithm cannot alter the risk scores themselves, which re�ect
underlying features of the population of Broward County.

Once a decision threshold is speci�ed, these risk distributions
determine the statistical properties of the decision rule, including
the group-speci�c detention and false positive rates. In theory, it is
possible that these distributions line up in a way that achieves sta-
tistical parity or predictive equality, but in practice that is unlikely.
Consequently, any decision rule that guarantees these various fair-
ness criteria are met will in practice deviate from the unconstrained
optimum.

Kleinberg et al. [29] establish the incompatibility of di�erent
fairness measures when the overall risk Pr(Y = 1 | �(X ) = �i ) dif-
fers between groups �i . However, the tension we identify between
maximizing public safety and satisfying various notions of algorith-
mic fairness typically persists even if groups have the same overall
risk. To demonstrate this phenomenon, Figure 1 shows risk score
distributions for two hypothetical populations with equal average
risk. Even though their means are the same, the tail of the red dis-
tribution is heavier than the tail of the blue distribution, resulting
in higher detention and false positive rates in the red group.

�at a single decision threshold can, and generally does, result in
racial disparities is closely related to the notion of infra-marginality

Figure 2: Recidivism rate by COMPAS risk score and race.
White and black defendants with the same risk score are
roughly equally likely to reo�end, indicating that the scores
are calibrated. �e �-axis shows the proportion of defen-
dants re-arrested for any crime, including non-violent of-
fenses; the gray bands show 95% con�dence intervals.

in the econometric literature on taste-based discrimination [3, 4,
34, 37]. In that work, taste-based discrimination [6] is equated
with applying decision thresholds that di�er by race. �eir se�ing
is human, not algorithmic, decision making, and so one cannot
directly observe the thresholds being applied; the goal is thus to
infer the thresholds from observable statistics. �ough intuitively
appealing, detention rates and false positive rates are poor proxies
for the thresholds: these infra-marginal statistics consider average
risk above the thresholds, and so can di�er even if the thresholds
are identical (as shown in Figure 1). In the algorithmic se�ing, past
fairness measures notably focus on these infra-marginal statistics,
even though the thresholds themselves are directly observable.

6 DETECTING DISCRIMINATION
�e algorithms we have thus far considered output a decision d(x)
for each individual. In practice, however, algorithms like COMPAS
typically output a score s(x) that is claimed to indicate a defendant’s
risk pY |X ; decision makers then use these risk estimates to select
an action (e.g., release or detain).

In some cases, neither the procedure nor the data used to gener-
ate these scores is disclosed, prompting worry that the scores are
themselves discriminatory. To address this concern, researchers
o�en examine whether scores are calibrated [29], as de�ned by
Eq. (4).10 Since the true probabilities pY |X are necessarily cali-
brated, it is reasonable to expect risk estimates that approximate
these probabilities to be calibrated as well. Figure 2 shows that the
COMPAS scores indeed satisfy this property. For example, among
defendants who scored a seven on the COMPAS scale, 60% of white
defendants reo�ended, which is nearly identical to the 61% percent
of black defendants who reo�ended.

However, given only scores s(x) and outcomes �, it is impossible
to determine whether the scores are accurate estimates of pY |X
10Some researchers also check whether the AUC of scores is similar across race
groups [38]. �e theoretical motivation for examining AUC is less clear, since the true
risk distributions might have di�erent AUCs, a pa�ern that would be reproduced in
scores that approximate these probabilities. In practice, however, one might expect
the true risk distributions to yield similar AUCs across race groups—and indeed this is
the case for the Broward County data.

[plot from Corbett-Davies et al.; KDD 2017]

Predictive parity (also called calibration) 
an risk tool identifies a set of instances as having probability x of 

constituting positive instances, then approximately an x fraction of this 
set are indeed positive instances, over-all and in sub-populations

[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS 2017]
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• Balance for the positive class: Positive instances are those who 
go on to re-offend. The average score of positive instances 
should be the same across groups. 

• Balance for the negative class: Negative instances are those 
who do not go on to re-offend. The average score of negative 
instances should be the same across groups.  

• Generalization of: Both groups should have equal false positive 
rates and equal false negative rates.

• Different from statistical parity!

�9

Balance
[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS 2017]

the chance of making a mistake does not depend on race
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• For each group, a vb fraction in each bin b is positive 

• Average score of positive class same across groups 

• Average score of negative class same across groups

�10

Desiderata, re-stated
[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS (2017)]

can we have all these properties?
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• Perfect information: the tool knows who recidivates 
(score 1) and who does not (score 0)

• Equal base rates: the fraction of positive-class people 
is the same for both groups

�11

Achievable only in trivial cases 
[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS (2017)]

a negative result, need tradeoffs 

https://www.youtube.com/watch?v=UUC8tMNxwV8
proof sketched out in (starts 12 min in)

cannot even find a good approximate solution
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Group fairness impossibility result
[A. Chouldechova; arXiv:1610.07524v1 (2017)]

If a predictive instrument satisfies predictive parity, but the prevalence of the 
phenomenon differs between groups, then the instrument cannot achieve equal 

false positive rates and equal false negative rates across these groups

What is recidivism?: Northpointe [the maker of COMPAS] defined 
recidivism as “a finger-printable arrest involving a charge and a filing 
for any uniform crime reporting (UCR) code.”

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm

Recidivism rates in the ProPublica dataset are higher for 
the black group than for the white group
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Fairness for whom?

labeled 
low-risk

labeled 
high-risk

did not 
recidivate TN FP

recidivated FN TP

Decision-maker: of those 
I’ve labeled high-risk, how 
many will recidivate? 

Defendant: how likely am I 
to be incorrectly classified 
high-risk? 

Society: (think positive 
interventions) is the 
selected set 
demographically 
balanced?

different metrics matter to different stakeholders

based on a slide by Arvind Narayanan

h"ps://www.propublica.org/ar2cle/propublica-responds-to-
companys-cri2que-of-machine-bias-story	
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Impossibility theorem
based on a slide by Arvind Narayanan

Metric Equalized under 

Selection probability Demographic parity 

Pos. predictive value Predictive parity 

Neg. predictive value 

False positive rate Error rate balance 

False negative rate Error rate balance 

Accuracy Accuracy equity 

Chouldechova 
paper 

All these metrics can be expressed in terms of FP, FN, TP, TN 

If these metrics are equal for 2 groups, some trivial algebra shows 
that the prevalence (in the COMPAS example, of recidivism, as 
measured by re-arrest) is also the same for 2 groups 

Nothing special about these metrics, can pick any 3!



Title Text

Julia Stoyanovich

Title Text

�15

Ways to evaluate binary classifiers
based on a slide by Arvind Narayanan

364 impossibility theorems :)
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Individual fairness
based slides by Arvind Narayanan

Individual fairness: assuming 
scores are calibrated, we cannot 
pick a single threshold for 2 
groups that equalizes both the 
False Positives Rate and the 
False Negatives Rate
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What’s the right answer? 

• Consider harms and benefits to different stakeholders 

• Be transparent about which fairness criteria we use, how we 
trade them off 

• Recall “Learning Fair Representations”: a typical ML approach

there is no single answer!  

need transparency and public debate

L = Az ⋅Lz + Ax ⋅Lx + Ay ⋅Ly
group 

fairness
individual
fairness utility

apples + oranges + fairness = ?
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Evaluating fairness-aware algorithms

How do we know how to trade off different fairness 
objectives, and how to encode them in fairness-aware 
algorithms?    - Societal context + experimental work!

[S. Friedler, C. Scheidegger, S. Venkatsubramanian, S. Chaudhary, 
E.  Hamilton, D. Roth; FAT* (2019)]
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Insight 1: pre-processing matters
[S. Friedler, C. Scheidegger, S. Venkatsubramanian, S. Chaudhary, 

E.  Hamilton, D. Roth; FAT* (2019)]



Title Text

Julia Stoyanovich

Title Text

�20

Insight 2: some measures correlate
[S. Friedler, C. Scheidegger, S. Venkatsubramanian, S. Chaudhary, 

E.  Hamilton, D. Roth; FAT* (2019)]
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Insight 3: beware of variability
[S. Friedler, C. Scheidegger, S. Venkatsubramanian, S. Chaudhary, 

E.  Hamilton, D. Roth; FAT* (2019)]

Feldman et al. varies in accuracy over splits while Zafar et al. varies in fairness.
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• Will be covered in a guest lecture by Shira Mitchell on 
Thursday, February 21 (no lecture that week, so we’ll use lab 
time as lecture time) 

• Starting with counterfactuals:  

• Was I not hired because I was black? => Would I have been 
hired if I were non-black? 

• Is there an effect of race on hiring? => Would the rate of 
hiring be the same if everyone were black?  If no-one were?

https://shiraamitchell.github.io/fairness/

Causal interpretations of fairness
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Causal interpretations of fairness

arrows represent possible causal relationships

we (society) decide which of these are “OK”

[T.J. VanderWeele and W.R. Robinson; Epidemiology (2014)]
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Fairness in ranking
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Fairness in ranking

       Input: database of items (individuals, colleges, cars, …) 

Score-based ranker: computes the score of each item using 
a known formula, then sorts items on score 

Output: permutation of the items (complete or top-k)

id sex race age cat

a F W 25 T

b F B 23 S

c M W 27 T

d M B 45 S

e M W 60 U

ranker

What is a positive outcome in a ranking?
Idea: Rankings are relative, fairness measures should be rank-aware

[K. Yang & J. Stoyanovich, FATML (2016)]
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The order of things
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Rankings are not benign. They enshrine very particular ideologies, 
and, at a time when American higher education is facing a crisis of 
accessibility and affordability, we have adopted a de-facto standard of 
college quality that is uninterested in both of those factors. And why? 
Because a group of magazine analysts in an office building in 
Washington, D.C., decided twenty years ago to value selectivity over 
efficacy, to use proxies that scarcely relate to what they’re meant to be 
proxies for, and to pretend that they can compare a large, diverse, 
low-cost land-grant university in rural Pennsylvania with a small, 
expensive, private Jewish university on two campuses in Manhattan. 

Rankings are not benign!
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Location-location-location

gender is the sensitive attribute, input is balanced

rank% gender%
1" M"
2" M"
3" F"
4" M"
5" M"
6" F"
7" M"
8" F"
9" F"
10" F"

rank% gender%
1" M"
2" M"
3" M"
4" M"
5" M"
6" F"
7" F"
8" F"
9" F"
10" F"

rank% gender%
1" M"
2" F"
3" M"
4" F"
5" M"
6" F"
7" M"
8" F"
9" M"
10" F"

f = 0.3 f = 0.5f = 0

[K. Yang & J. Stoyanovich, FATML (2016)]
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Rank-aware fairness
[K. Yang & J. Stoyanovich, FATML (2016)]
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In an optimization framework
[K. Yang & J. Stoyanovich, FATML (2016)]
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Designing fair rankers
[A. Asudeh, HV Jagadish, J. Stoyanovich, G. Das; ACM SIGMOD (2019)]

id sex race age cat

a F W 25 T

b F B 23 S

c M W 27 T

d M B 45 S

e M W 60 U

ranker

oracle

1 2

3
4

4
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Score-based rankers
[A. Asudeh, HV Jagadish, J. Stoyanovich, G. Das; ACM SIGMOD (2019)]

•  tuple x in D; score(x): sum of attribute values, with non-negative 
weights (a common special case of monotone aggregation) 

•  weights subjectively chosen by a user: 0.5 g+ 0.5s, where g - 
normalized GPA, s - normalized SAT; why not 0.45 g + 0.55 s?

6 
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Geometry of a (2D) ranker
[A. Asudeh, HV Jagadish, J. Stoyanovich, G. Das; ACM SIGMOD (2019)]

6 

• tuples are points in 2D, scoring functions are rays starting from the origin  

•  to determine a ranking of the points, we read it off from the projections of the 
points onto the ray of the scoring function, walking the ray towards the origin 

•  examples: f (x) = x1 + x2 f (x) = x1 f (x) = x2
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Goal: find a satisfactory function
[A. Asudeh, HV Jagadish, J. Stoyanovich, G. Das; ACM SIGMOD (2019)]

How might we approach this?  Why is this difficult?
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Ordering exchange
[A. Asudeh, HV Jagadish, J. Stoyanovich, G. Das; ACM SIGMOD (2019)]

Key idea: only look at scoring functions that change the relative 
order between some pair of points.  These are the only points where 
the fairness oracle may change its mind!

t1 1,2 t2 2,1 t2 ≻x t1 t2 ≺ y t1t2 = x+ y t1

An ordering exchange is a set of functions that score a pair of 
points equally.  In 2D, it corresponds to a single function.
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Outline of approach
[A. Asudeh, HV Jagadish, J. Stoyanovich, G. Das; ACM SIGMOD (2019)]

Pre-processing

• Transform the original space into the dual 
space (in 2D, points become lines)  

• Sort points per f(x)=x; compute ordering 
exchanges between adjacent pairs of 
points 

• Sweep the space with a ray from the x-axis 
to the y-axis, find satisfactory regions
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Outline of approach
[A. Asudeh, HV Jagadish, J. Stoyanovich, G. Das; ACM SIGMOD (2019)]

At query time

• Look for a satisfactory region closest to the 
query function 

• In 2D, this is simply binary search 

• Beyond 2D, everything is hard, and expensive 
to compute
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And lots more algorithmic + systems work
[A. Asudeh, HV Jagadish, J. Stoyanovich, G. Das; ACM SIGMOD (2019)]

• Multi-dimensional indexing methods for “arrangement 
construction” 

• Sampling of items (does work), sampling of functions (doesn’t 
work) to speed up index construction 

• Experiments on COMPAS and on US Department of 
Transportation (DOT) - flights / airlines - datasets 

Follow-up work on designing fair ranking functions
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Diversity
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Selection in presence of bias
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Selection in presence of bias
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Selection in presence of bias
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AI’s White Guy Problem

Like all technologies before it, artificial 
intelligence will reflect the values of its creators. 
So inclusivity matters — from who designs it 
to who sits on the company boards and which 
ethical perspectives are included.  

Otherwise, we risk constructing machine 
intelligence that mirrors a narrow and 
privileged vision of society, with its old, 
familiar biases and stereotypes.

problems are beyond AI, whatever your definition of AI
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Step 1: The Rooney Rule

Named for a protocol adopted by the National Football League (NFL) in 
2002, to increase the number of African-American head coaches 

Requires that at least one minority candidate be interviewed for a 
position 

Currently also used by the tech giants, to increase hiring of women and 
members of under-represented minorities (URM) 

Push-back based on a utility argument: does the quality of the hired 
candidate / candidates decrease if the Rooney Rule is implemented? 
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Step 1: The Rooney Rule
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Selection with implicit bias
[J. Kleinberg, M. Raghavan, ITCS (2018)]

X-canidate 
(minority)

Y-canidate  
(majority)

Goal: Given some estimates of the extent of bias, and the prevalence of available 
minority candidates, develop a mathematical model to quantify the expected 
quality of the candidates interviewed by a hiring committee. 

6 1 3 2 9 74 8 2 1 5 5

Potential: of each candidate drawn from Z, the same power law 
distribution for X and Y!

α proportion of X-candidates exponent of the power lawδ
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Bias in scoring and ranking
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Multiplicative bias
[J. Kleinberg, M. Raghavan, ITCS (2018)]

X-canidate 
(minority)

Y-canidate  
(majority)

6 1 3 2 9 74 8 2 1 5 5

Goal: Pick k finalists to interview, maximizing expected utility: sum 
of potentials of the chosen candidates. 

Bias: Committee correctly estimates the potential of Y-candidates, 
and they under-estimate the potential of X-candidates.

!Xi = Xi / β

β >1

Process: Estimate potentials of all candidates, rank, pick the best k.
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Main result
[J. Kleinberg, M. Raghavan, ITCS (2018)]

Selecting a seemingly sub-optimal candidate can improve utility!

Illustration: Infinite bias (all Y ranked higher than all X), pick 
k=2 candidates.  Rooney rule improves utility if and only if α > δ

1+δ
⎛
⎝⎜

⎞
⎠⎟

1+δ
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Intuition
[J. Kleinberg, M. Raghavan, ITCS (2018)]

slide from Jon Kleinberg’s FAT* 2019 keynote
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1
2

3
1

2
3
4
5
6

1
2

3
1

ranked

1
1
2
3

proportional

1
2
1
2

equal

select 4 
applicants

Can state all these as constraints:
for each category i, pick Ki elements, with   floori ≤ Ki ≤ ceili

 Another take: Online job applicant selection
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4 1 3 2 5 7

Candidates arrive one-by-one 

A candidate’s score is revealed when the candidate arrives 

Decision to accept or reject a candidate made on the spot

Goal: Hire a candidate with a high score

Hiring a job candidate
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Consider, and reject, the first S candidates 

Record T, the best seen score among the first S candidates  

Accept the next candidate with score better than T

Goal: Design an algorithm for picking one element of a 
randomly ordered sequence, to maximize the probability of 
picking the maximum element of the entire sequence.

4 1 3 2 5 7 Competitive ratio
1
e

the best possible!

N = 6

S = N
e

⎢
⎣

⎥
⎦ = 2

T = 4

The Secretary Problem
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Consider, and reject, the first S candidates 

Record K best scores among the first S candidates, call this T  

Whenever a candidate arrives whose score is higher than the 
minimum in T, accept the candidate and delete the minimum from T

Goal: Design an algorithm for picking K elements of a 
randomly ordered sequence, to maximize their expected sum.

4 1 3 2 5 7 Competitive ratio
1
e

far from optimal

N = 6 K = 2

S = N
e

⎢
⎣

⎥
⎦ = 2

T ={1, 4}

[Babaioff et al., 2007]
K-choice Secretary
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Goal: Design an algorithm for picking K elements of a 
randomly ordered sequence, to maximize their expected sum. 

For each category i, pick Ki elements, with   floori ≤ Ki ≤ ceili

Nred = Nblue = 6
K = 3
1≤ Kred ,Kblue ≤ 2

Accept floor items for each category from per-category 
streams 

Accept the remaining slack items irrespective of 
category membership, but subject to ceil

slack = K − ( floorred + floorblue )

6 1 3 2 9 74 8 2 1 5 5

K-choice Secretary
[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]
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Nred = Nblue = 6
K = 3 1≤ Kred ,Kblue ≤ 2

slack = 1
Sred = Sblue = 2 S = 4

6 1 3 2 5 74 8 2 1 9 5

Competitive ratio
1
e

far from optimal

Diverse K-choice Secretary 
[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]
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• An improvement on Diverse K-choice Secretary 

• Do not immediately reject or accept items: keep a 
deferred list Di per category i of size up to ceili    

• Stop reading the input, post-warm up, once all floori   
constraints are met, and once there are K items in the 
union of the deferred lists 

• Main advantage: often avoids reading items from the 
end of the stream

�57

Adding a deferred list
[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]
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deferred list with deferred list

Forbes US Richest: N=400, K=4 (27 female, 373 male) 

diversity on gender: select 2 per gender 

Diversity is achievable
[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]
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Forbes US Richest: N=400, K=4 (27 female, 373 male) 

deferred list variant, diversity on gender: select 2 per gender 

Warm-up can be shorter
[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]
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static variant (see paper), synthetic data in categories A and B, score lower for B

The cost of diversity
[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]
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Per-category warm-up period Common warm-up period

synthetic data with categories A and B, score depends on category,  lower for A

diversity by design

Per-category warm-up is crucial
[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]
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• Unlike fairness, there is no legal reason to enforce diversity 

• However, there are strong utilitarian reasons: diversity leads to 
better user satisfaction (IR, recommendation), higher quality of results 
(crowdsourcing, team formation), more efficient resource allocation 
(matchmaking)  

• Further, diversity levels the playing field and improves fairness in 
the long run 
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Why is diversity important?


