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**Bienvenue à Optopia ! [1]**

Hey toi ! T’es enfin arrivé !  Bienvenue à Optopia ! [1] C'est le pays de l'utopie des algorithmes. Tu te rappelles de tous ces scientifiques dingues qui parlent depuis des décennies de créer de l'intelligence artificielle ? Eh bien, ça y est ! Nous nous sommes tous moqués d'eux et nous avons dit que c'était impossible [2], mais vous savez quoi...

Ils avaient raison. Ils l'ont fait. Et maintenant, ils se la coulent douce pendant que leurs répliques artificielles font tout le boulot. Regarde ce mec, il vient de publier un nouvel article, tout en sirotant un verre de bon vin.

Je sais ce que tu penses... Encore une nouvelle production hollywoodienne bien stéréotypée ? Où sont les femmes et les minorités ?  Si la Suprématie Technologique se situe au sommet de la montagne de l'IA que l'humanité doit escalader à tout prix, alors notre préparation à l'ascension et l'équipement disponible feront la différence.  Si on se base sur la trajectoire actuelle, tout le monde n'y arrivera pas.

**Partie 1. Les risques du métier**

Quels travaux de recherche allons-nous financer ?

L'IA est le jouet le plus flashy du coin et donc, inévitablement, cela joue comme un aimant pour les pies, pour tous ceux que l'argent attire. Cependant, au-delà des nombreuses applications populaires de cette technologie comme la vision ou la modélisation du langage, l'argent coule rarement à flots. Prenons l’exemple de l'Interaction Humain-Machine (IHM). Dans le contexte de l’IA, l’IHM adresse entre autres des principes fondamentaux du numérique, tels que l'accès pour tous, et pourtant,  cette partie du domaine bénéficie rarement du même soutien financier ou de la même couverture médiatique que l'apprentissage automatique. Si vous le voulez bien, un coup de projecteur à  l'IHM.

**Accessibilité du numérique**

"Le pouvoir du web tient dans son universalité. L'accès pour chacun, quel que soit son handicap, est un de ses aspects essentiels" - Tim Berners-Lee

Le savais-tu ? 15% de la population mondiale souffre d'un handicap visuel, auditif, moteur ou cognitif [3]. Mais c’est quoi l’accessibilité numérique ? Cette BD traite de l’apprentissage automatique  et des données, tu imagines donc sans doute des bras de robots qu’on entraîne sur des centaines de milliers d’exemples de mouvements simulés et qu’on adapte aux mesures et aux mouvements de celui qui le porte.  Ou pourquoi pas une armure entièrement automatisée et hypersensible qui apprend et fait des mouvements pour la personne handicapée.  Ou pourquoi pas des lunettes révolutionnaires pour les aveugles, qui collectent l'image déformée de la rétine du porteur et la reconstruisent en une image nette de 10 800 000 de pixels pour une vision surhumaine. Ce serait peut-être ça si Elon Musk décidait de se lancer dans le jeu de l'accessibilité…

Dans le monde réel, l'accessibilité numérique vise à faire en sorte que les plateformes du web soient facilement navigables et utilisables pour les personnes souffrant de toute sorte de handicap. C'est aussi ce travail qui garantit que l'image que vous venez de publier sur Instagram gagne une légende, pour que les utilisateurs aveugles de la plateforme puissent également participer à votre triomphe pour cette recette de pain de campagne. Ou lorsque vous déposez votre nouveau tutoriel vidéo, pour que votre nombre incroyable d’abonnés puisse en profiter, c'est leur travail qui convertit vos perles de sagesse vocale en du texte pour vos disciples sourds.

L'accessibilité doit être un principe de conception fondamental pour la création de sites web et de logiciels. Mais dans notre quête d'Optopia, on l’oublie souvent. Sans alliés (les “a11ies” de [4]), la population qui s'accrochait à la corde de l'accessibilité serait maintenant décrochée. Débarrassons-nous de la Mentalité de la Pie qui est juste attirée par ce qui brille ? Pour votre prochain projet scientifique ludique, au lieu de relever un défi de reconnaissance d'images, choisissez peut-être un problème ouvert d'accessibilité numérique, tel que le sous-titrage vidéo automatique ? Et espérons qu'un jour, on y arrivera à “Fini les sous-titres de merde” [5].

**Partie 2. Ghosts in the Shell**

Note du traducteur : Ghost in the Shell est un manga dont le nom en japonais, Kōkaku kidōtai, veut dire littéralement « policiers anti-émeute en carapaces offensives »

Pour qui construisons-nous des modèles numériques ?

Nous n'avons pas encore trouvé le moyen de rendre les plates-formes numériques existantes accessibles à tous, mais nous sommes déjà en train de forger une nouvelle classe "intelligente" d'applications web. Nous sommes tellement pris par le "comment" (en utilisant ML/AI/DL/DS ! !!) que nous oublions de nous demander "pour qui" ? Lorsque les plates-formes ne sont pas conçues pour tous, elles puent "l'inhospitalité mise en code" [6].  Des trucs apparemment anodins comme les pop-ups  et les formulaires de renouvellement des sites web détournent complètement l'expérience des utilisateurs handicapés qui se fient aux lecteurs d'écran.

Comme le dit avec éloquence Chancey Fleet, défenseur de l'accessibilité [6] : "Comme un écrivain fantôme est la personne qui est payée pour composer un roman que quelqu'un d'autre n'aurait pas pris la peine d'écrire lui-même, le code écrit par un fantôme est un logiciel que l'organisation a confié à des programmeurs pour qu'ils le conçoivent pour des utilisateurs que l'entreprise ne peut pas prendre la peine d'engager ou d'employer elle-même". Ces fantômes font également leur chemin dans les logiciels axés sur les données.  Prenez le tristement célèbre logiciel de reconnaissance faciale qui a fait la une des journaux récemment. Les injustices raciales sont suffisamment problématiques, mais avez-vous réfléchi à la manière dont ces modèles discriminent les personnes noires handicapées ?

Comme l'explique Haben Girma, défenseur des droits des personnes handicapées [7], "Mes yeux bougent involontairement, chacun se balançant sur sa propre musique. Ils ont toujours dansé comme ça, aussi loin que je me souvienne". À votre avis, quelle va être l’efficacité de la reconnaissance faciale pour les noirs aveugles ?  Ayant été entraînée sur la dynamique faciale des voyants blancs, la technologie de reconnaissance faciale va promouvoir un récit raciste. Les mécanismes atypiques et asymétriques des yeux de certaines personnes aveugles sont perçus comme anormaux, anormaux et menaçants par ces systèmes.

Comment en est-on arrivé à oublier de tenir compte de masses de données démographiques lors de la conception de certains produits ? Prenez la politique “vrai nom” de Facebook qui visait spécifiquement les Amérindiens [8]. Le plus grand réseau social du monde a certainement négligé les différences culturelles et linguistiques des noms de famille à travers le monde. Et a fini par déployer un algorithme raciste qui bloquait les utilisateurs dont les noms n'étaient pas conformes à l'archétype occidental des noms.

En plus de totalement négliger de regarder pour qui nous construisons un produit, avons-nous complètement éliminé la question de savoir si un certain produit \*devrait\* même être conçu ? Bien sûr, vous avez plusieurs centaines de téraoctets de données utilisateur et une flotte d'ingénieurs qui attendent de plonger leurs mains dans le gâteau de l’apprentissage automatique, mais votre produit apporte-t-il une solution à un problème réel, ou s'agit-il juste de solutionnisme ?

**Partie 3: L'empoisonnement**

Quels problèmes essaie-t-on de résoudre ?

La technologie est censée être un moteur d'innovation et nous emmener vers un futur plus avancé et sophistiqué, n'est-ce pas? Donc, quand la techno dernier cri arrive, il ne reste qu'à s'en empiffrer ? Eh bien, si le produit fait mention d'"intelligence" ... ferais-tu mieux de t’abstenir. C'est de l'huile de serpent ! [9]

C'est quoi l'huile de serpent en IA ? L'huile de serpent est la potion mythique qu'on obtient en mélangeant une part de médiatisation à outrance à une part égale de désinformation, le tout et qu’on y colle une étiquette irrésistible qui hurle "données" et "intelligence". Et après des années d'expérimentation, l'industrie technologique a finalement trouvé la recette parfaite !

Des applis telles que AlphaGo (l'IA qui joue Go) et Shazam (l’app qui reconnait la musique) représentent bien de vrais progrès scientifiques, sans effets nocifs. Pourquoi ? Parce-que les règles du Go sont les mêmes qu'on soit homme ou femme, noir ou blanc, riche ou pauvre. Les tâches de perception, telles que la reconnaissance faciale, qui sont beaucoup plus dépendantes du contexte social, politique et culturel des données qui ont servi de modèle, peuvent avoir des conséquences  beaucoup plus toxiques.

Cela devient grave dans des contextes tels que l'embauche, la détection de discours haineux, ou les notes dans l’éducation [10], quand on s’acharne sans succès à imposer l'objectivité (une fonction mathématique sur les données) au jugement humain qui est par essence subjectif. On va au-delà du raisonnable quand on pense pouvoir prédire avec des algorithmes des résultats sociaux escomptés, par exemple en utilisant des programmes tels que COMPAS pour décider des peines en matière criminelle. On regarde autour de soi et on rencontre les problèmes les plus difficiles, et puisqu'on n’arrive pas à les résoudre, on se dit qu'on doit demander à des logiciels de le faire pour nous. Mais vous savez pourquoi ces problèmes sont tellement difficiles ? Parce-que ce sont des problèmes systémiques qui ont mûri lentement pendant des siècles. Avec un brin de contexte historique, de culture, et une bonne dose de racisme, sexisme, et d’inégalité sociale. Le tout pour aboutir à un bouillon complexe d'entropie. Et on doit s'attendre à ce qu'une machine s'abreuve à ce ragoût et arrive à prédire l'avenir ? C’est plus que douteux.

**Le cirque de l’IA**

Derrière les trompettes et les gadgets de ce spectacle plus grand que nature, on trouve un jeu dangereusement risqué dont nous ne savons même pas que nous en faisons partie ! Bienvenue au cirque de l’IA ! L'équilibre à trouver pour faire un modèle à la fois précis, juste et réalisable est vraiment un spectacle à voir ! Prenez l'IA pour l'embauche. Si une entreprise se livre à des pratiques d'embauche discriminatoires pendant des années, les modèles prédictifs qui automatiseront de telles décisions favorisent des candidats dans le même style que ceux qui ont été historiquement embauchés.

Un algorithme hyper « précis » reproduira fidèlement le comportement discriminatoire des humains qui ont servi à l’entraîner. Le fait de contrebalancer le biais des données en appliquant une notion de « justice » dans la prédiction se fait au détriment de la précision du modèle - lorsque la précision est mesurée sur les données d'entraînement biaisées. Pourquoi ? Parce qu’un algorithme extrêmement précis mais formé sur des données biaisées sera discriminatoire par construction ! Ce problème se complique avec l’opacité des modèles ML. Nous avons une compréhension très limitée de la façon dont une prédiction a été faite.

Parfois, les données sont tellement biaisées que pour obtenir des résultats plus équitables, il devient indispensable de faire marche arrière et de collecter de nouvelles données. Cela peut ne pas être réalisable en toutes circonstances et les entreprises doivent donc choisir ce qu'elles mettent le plus en avant : la faisabilité ou l’équité? Poussent-ils pour un algorithme juste mais coûteux ou se contentent-ils de l'algorithme « le plus juste » qu'ils peuvent se permettre au moindre coût ?

Ensuite, il y a la Pyramide des bourses académiques de ML. Tout en haut de la pyramide se trouve (de façon précaire) la chasse au SOTA. SOTA pour State of The Art (état de l’art) fait référence à la dernière métrique proposée pour une tâche particulière. La chasse au SOTA consiste à surpasser la concurrence sur cette métrique, même marginalement. Nous créons un benchmark, un corpus de données de référence, puis déclarons une métrique, généralement la précision, par laquelle nous mesurerons le succès. Désormais, projet après projet et article après article, il suffit d’améliorer de 0,01 la précision pour être considéré comme « publiable », tout en tenant pour acquis que la précision est la bonne métrique par rapport à laquelle mesurer les progrès.

Pourquoi c'est un problème ? Parce que la chasse au SOTA suppose que ce benchmark mérite tous nos efforts ! Que ce corpus de données est représentatif de la population. Et qu'une amélioration même marginale de la précision fait une différence.

Un raccourci naturel dans ce jeu pour la suprématie-SOTA est simplement d'utiliser un plus grand ensemble de données. Pour tous les fans de GPT-3 [12], garçons et filles, c'est exactement ce dont vous raffolez : L'accès pur et sans entrave à un ensemble de données gargantuesque et tout le calcul dont vous avez besoin (ou la tune pour payer pour ce calcul), pour créer des modèles qui surpassent l'état de l'art, et donne l'illusion de progrès scientifique.

Bien sûr, des chercheurs réfléchissent plus sérieusement à la formulation des problèmes, à l'impact sur le monde réel et à la rigueur scientifique. Malheureusement, de tels travaux profonds ne sont tout simplement pas glamour ... et donc, quand le rideau tombe, ce ne sont pas ces chercheurs qu’on applaudit. Comment se fait-il que ces chercheurs ne sont jamais sur le devant de la scène ? Eh bien, c'est en partie parce que, comme dans tous les autres domaines, les riches ne cessent de s'enrichir. L'ensemble des chercheurs qui démystifient les méfaits sociétaux de la technologie appartiennent probablement au même groupe démographique qui sera le plus profondément touché par ces mêmes méfaits. Et ce n'est jamais la majorité.

Si les bourses académiques sont le reflet de nos idées, nous ne pouvons pas nous permettre de censurer ou d'effacer les voix de groupes démographiques entiers. Si nos produits reflètent les problèmes que nous essayons de résoudre, nous ne pouvons pas nous permettre de construire des solutions qui aident une couche de la société aux détriments considérables d’une autre.

Le cirque de l’IA a déjà ajouté des spectacles extrêmement grotesques à sa parade ;

Envoyer injustement un homme en prison [13], Des différences massives dans l'identification du sexe pour différentes couleurs de peau [14] (pouvez-vous imaginer le chaos qu'un tel système causerait s'il était utilisé sur des personnes qui ne rentreraient pas dans une caractérisations binaires et hétéronormatives du genre ?), Discriminer les femmes à l'embauche [15], dans l'attribution des limites de crédit [16]… la liste ne cesse de s'allonger. Qui a besoin d’aller plus loin dans cette horrible parade avant que nous arrêtions, une fois pour toutes, de faire les pitres ?

Mais plutôt que d’aller sur Twitter pour te déchainer contre la Machine de l’IA, avant d’aller rejoindre les rangs des pourfendeurs de Techno, arrête-toi et regarde autour de toi !

Autour de moi, visages familiers, Des lieux usés, des visages usés, Lumineux et matinaux pour leurs courses quotidiennes, Allant nulle part, allant nulle part,Un monde fou, monde très fou.

**Techno Optimisme et  Techno Bashing**

Quel monde fou ! Et cela nous rend particulièrement dingues parce que nous nous sommes tellement habitués à voir le monde dans ses aspects les plus extrêmes. Si tu es Techno Basher ou Tech Optimiste TU NE PEUX PAS et TU NE DOIS PAS essayer de comprendre l'autre camp. Laissez l'IA régner sur le monde ou alors ramassez tout ça et à la poubelle.

Nous nous sommes tellement habitués à « nous planquer » au premier signe de désaccord sur les réseaux sociaux, que tout le discours sur la technologie, et l'IA en particulier, a été complètement dépouillé de toute subtilité. C'est 2020. Comment pouvons-nous apprécier une version comique d'Hitler et des camps de jeunesse nazis [17], sans nous sentir blesser ? mais nous ne pouvons pas participer à une seule discussion sur les biais dans les données sans que cela ne tourne rapidement en un échange de coups. Peut-être devrions-nous arrêter de réagir à tout ce que nous lisons pour prendre le temps de relire, de réfléchir sérieusement et, ensuite seulement, répondre.  Car la vérité c’est que nous ne pouvons pas vraiment nous passer de ces discussions sur les réseaux sociaux si nous voulons inviter le grand public à participer au débat.

Mais lorsqu'une discussion tourne en manipulation et attaques personnelles, cela ne profite plus vraiment à personne. Il faut se débarrasser de la culture su suivi des célébrités et des contenus qui empêchent les vrais débats sur Internet, qui enterrent toute discussion scientifique, ou nous finirons par juste jeter le bébé avec l'eau du bain. Alors, que faisons-nous ? Eh bien, pour commencer, pouvons-nous introduire de la nuance dans la discussion, s'il vous plaît !?! Nous proposons ici une analyse plus nuancée de la question de savoir si l'IA conduit à une utopie ou à une dystopie.

Pour commencer, il y a rarement de vérité objective ! Le plus souvent, l'efficacité d'un modèle dépend du contexte pour lequel il a été conçu. La vérité qui existe selon nous, et par rapport à laquelle nous mesurons la précision du modèle, ne parle que des vêtements que l'empereur ML ne porte pas. Une mentalité d'ingénieur est de prendre les étiquettes de classe pour l'évangile et de les optimiser aveuglément sans regarder plus loin. Mais les étiquettes de classe ne sont que des concepts pour tenir la place de phénomènes sociaux sous-jacents et aucune formalisation mathématique ne transformera de telles constructions abstraites en des vérités objectives.

! La réalité est que tous les modèles sont faux, même si certains sont utiles ! Dans cette galerie d'art, chaque tableau représente une pomme. Mais un seul d'entre eux est potentiellement utile comme détecteur d’une pomme de la vraie vie. Nous avons souvent du mal à juger quel modèle est le plus utile, car cela nécessite une expertise approfondie du domaine.

Nous avons dangereusement confondu l'expertise à entraîner des modèles et les déployer avec l'expertise du domaine. Nous devrions plutôt reconnaître les limites de notre expertise en tant que scientifiques et ingénieurs et demander l’opinion de vrais experts du domaine.  Certains contextes sont intrinsèquement difficiles à construire.

Nous avons tendance à invoquer notre marteau “Apprentissage Profond” et à clouer des chevilles carrées dans des trous circulaires. Malheureusement, les résultats les plus prometteurs que tu as lus ont été obtenus sur des problèmes jouets dans des configurations expérimentales et ne sont pas conçus pour s'adapter au monde réel. Le monde est un espace compliqué et bordélique et les performances limitées des modèles existants le reflètent bien. L'amélioration de la capacité de généralisation des modèles est un domaine de recherche brûlant et nous allons peut-être arriver un jour à créer des modèles capables de fonctionner de manière fiable dans des contextes qu'ils n'avaient pas rencontrés pendant la formation. Mais nous n’en sommes pas encore là.

L'écrasante majorité des problèmes qui minent l'IA aujourd'hui ne sont pas uniquement dus aux données ou à l'algorithme en soi, mais ils viennent d'un facteur de confusion critique que nous ne cessons de négliger : le monde. Les données sont le reflet du monde [18].

Lorsque les données sont biaisées, cette réflexion est déformée. Il peut y avoir plusieurs explications pour cela. Le miroir peut être déformé : peut-être, collectons-nous les mauvaises données ou examinons-nous un échantillon non représentatif. Pour corriger ce type de biais, nous pouvons tenter de réparer le miroir en collectant de meilleures et de plus propres données.

Mais il y a toujours la possibilité que le miroir soit parfait et que ce soit monde lui-même qui soit tordu. Nous avons tendance à sous-évaluer cette possibilité parce que nous comparons instinctivement la réflexion du monde (les données) avec ce que nous voulons que le monde soit, plutôt qu'avec ce qu'il est réellement ! À partir de la réflexion, et sans connaissances ni hypothèses sur les propriétés du miroir et sur le monde qu'il reflète, nous ne pouvons pas savoir si la réflexion est déformée et, si oui, pour quelle raison. Les données seules ne peuvent pas nous dire s'il s'agit d'un reflet déformé d'un monde parfait, d'un reflet parfait d'un monde tordu, ou si ces distorsions se combinent.

Changer son reflet, ne change rien au monde. Nous pouvons trouver de meilleures façons de collecter des données, de les nettoyer et de supprimer certains de leurs biais.  Mais toutes ces corrections sont appliquées au miroir ou au reflet, et elles ne se propagent pas pour changer le monde. Les inégalités sociales sous-jacentes qui conduisent à des résultats discriminatoires sont toujours là si nous n'intervenons que sur les données. La conséquence, c’est que notre intervention doit aller au-delà des solutions technologiques, vers des changements systémiques.

**La culpabilité et le rôle de régulation**

La prédiction est difficile, surtout quand elle concerne l'avenir ! [19] Lorsque les choses tournent (inévitablement) mal, qui est responsable ? Ce ne peut pas être l’algorithme. Mais compte tenu des nombreuses parties prenantes qui jouent un rôle dans la création et le fonctionnement d'un logiciel, comment déterminer quel est l’humain qui est coupable ? Le sont-ils tous ? Je sais ce que tu penses... Je vois où tu veux en venir... tu ne vas pas sérieusement te mettre à réguler maintenant, n'est-ce pas ? il est temps de te rappeler l'approche que nous recommandons pour réfléchir à l'IA. Rappele-toi. NUANCE ?!

La Silicon Valley voudrait te faire croire que la technologie doit pouvoir fonctionner librement. Que la régulation serait une catastrophe de dimension cosmique et marquerait la fin de l'Internet et, par extension, de l'innovation et du progrès. C’est vrai que nous avons placé nos enfants dans le tourbillon médiatique de l'IA et lancés à pleine vitesse. Nous avons été trop audacieux dans notre adoption rapide de l'IA et cela a conduit à des résultats terribles avec des impacts très réels sur la vie des gens. Ainsi, si des entreprises technologiques et leurs célèbres PDG protègent leurs intérêts en dénigrant la régulation, le grand public n'a vraiment aucune excuse pour accepter ce récit et devenir complice du vandalisme de nos valeurs morales et sociales. Nous devons nous mettre d’accord sur la manière de réguler la technologie, et nous devons donc commencer à nous éduquer nous-mêmes, et à devenir acteurs de bonne foi de cette entreprise. Il est temps de passer à d’autres formes d’éducation !

**Precautionary.**

Pensez à ce vieil adage : “mieux vaut prévenir que guérir”. Ce principe appelle à la prudence dans les situations où le préjudice est incertain, c'est-à-dire quand les risques n'ont pas encore été étudiés scientifiquement. Une critique courante de cette approche est qu'elle est "paralysante" et "autodestructrice" puisque toute nouvelle technologie dans ses premiers stades d'adoption comporterait des risques qui ne peuvent pas être pris en compte.

**La prise en compte des risques**

Dans ce paradigme, nous régulons en fonction des risques connus et nous modélisons la probabilité que ces risques entraînent des dommages. Une approche prometteuse est l'évaluation algorithmique de l'impact (EAI) – un cadre qui aide à comprendre et à réduire les risques pour les individus et les communautés. Dans le cadre de l'EAI, la probabilité et la gravité des préjudices déterminent le niveau de surveillance.  Plus le risque de préjudice est élevé et plus le préjudice lui-même est important, plus les exigences en matière de surveillance sont strictes. Et moins d’autonomie est accordée au système automatisé : un humain doit être introduit dans la boucle pour assumer la responsabilité des décisions ayant un impact. L'EAI ne fonctionnera que si les risques sont connus.  Cela donne à chacun.e d'entre nous la possibilité d’être acteur du changement ! C'est le moment de participer aux consultations publiques, de faire entendre vos préoccupations !

Si nous voulons que nos tentatives de régulation soient réellement efficaces, nous devons concilier certains désaccords inhérents entre la technologie et le droit. Pour commencer, comment faire en sorte que le droit suive l'évolution rapide du paysage socio-technologique ? Un autre problème majeur est de savoir comment réguler ? Des notions telles que l'équité, la responsabilité, l'interprétabilité... sont devenues emblématiques des questionnements autour de l’IA, mais elles n'ont toujours pas de définitions techniques universellement reconnues.

Pourquoi ? Parce que l'ambiguïté dans les définitions est utilisée intentionnellement afin de permettre des interprétations et des lectures contextuelles de la loi, mais cette ambiguïté est catastrophique pour la technique qui repose entièrement sur des formulations mathématiques pouvant être codées, et pour des régulateurs qui ont besoin de définitions précises pour élaborer des règles et des stratégies.

Pour construire de bonnes définitions, nous avons besoin d'exemples de systèmes utilisés aujourd'hui ! Prenons l'exemple du groupe de travail sur les systèmes de décision automatisée (SDA) de New York, le premier du genre, conçu pour être le pionnier de la transparence et de l'expertise dans l'utilisation des algorithmes pour aider les services municipaux à prendre des décisions. [20] Malheureusement, ils ne sont pas allés bien loin. Il leur manquait une bonne définition, ainsi que des exemples.

Qu’est-ce qu’un SDA ? Un calculateur n'est pas un SDA.  Mais un système qui collecte des données, construit un modèle, puis met en œuvre une politique qui a un impact sur la vie des gens comme par exemple :  allouer des budgets scolaires, offrir une aide aux sans-abri, ou encore placer des étudiants dans des écoles secondaires en fonction des places disponibles.

**Revisitons Octopia**

Avec tout ça en tête, revisitons la quête de l’humanité pour Optopia. Si nous laissons de côté des pans entiers de la société, et si nous négligeons complètement des problèmes sociétaux qui rendent inutiles l’apport des algorithmes, est-ce que ça vaut la peine de poursuivre le chemin ? Peut-être qu’à la place d’un voyage au nom d’une “mission pour la technologie” (quand sommes-nous tombée.e.s d’accord sur l’intérêt de développer l’intelligence artificielle ?), nous devrions nous concentrer sur la comment faire pour mettre les méthodes d’apprentissage au service de vie des gens ? Et pas seulement pour la caste des riches et des influents, mais bien pour tous, quel que soit leur classe sociale, leur genre ou leur race.

Peut-être que ce dont nous avons réellement besoin, est de véritablement mettre les utilisateurs au cœur de la conception des systèmes d’AI. En utilisant leurs données, collectées et déployées de manière équitable selon des principes établis par eux-mêmes de façon à construire une technologie bénéfique à chacun.e d’entre nous.

**À propos de « Données, Responsables, la BD** »

Falaah est une scientifique/ingénieure de formation et une artiste par nature, passionnée par la construction d’apprentissage automatique robuste et éthique, depuis l'industrie jusqu’au monde universitaire. Confrontée à la nécessité de rappeler sans cesse à tout le monde autour d'elle les limites des capacités actuelles de cet apprentissage, Falaah a lancé MachineLearnist Comics, une collection de bandes dessinées scientifiques sur le paysage actuel de l'IA.

Julia est professeur assistante d'informatique, d'ingénierie et de science des données à l’Université de New York. Elle est passionnée de science des données responsable et dirige le projet “Data, Responsably”, dont la dernière production est l'incomparable cours interdisciplinaire sur la science des données responsable.

Avec l'alchimie indéchiffrable que sont les admissions aux études supérieures, le cosmos a réuni ces deux esprits créatifs et est ainsi née : « Données, Responsables, la BD » !

Que vous soyez étudiant, ne sachant pas bien par où commencer dans la jungle des bourses d’apprentissage automatique, ou éducateur, à la recherche d'un nouvel instrument pédagogique cool pour vos élèves, ou professionnel, à la recherche d'un contenu racontable sur toutes les particularités du paysage actuel de l'IA, ou juste un bon vieil amateur de BD intrigué par la possibilité d'un épais volume scientifique, « Données, Responsables, la BD » est pour vous !

‘Mirror, Mirror’ a été traduit en français par Serge Abiteboul, Pascal Guitton and Victor Vianu.
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