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**Bem vindo a Optopia!**

Ei! Você conseguiu!

Bem vindo a Optopia! [1]

Aqui é uma terra utópica orientada por algoritmos. Você se lembra de todos aqueles cientistas malucos falando por décadas sobre criar inteligência artificial? Bom, é isso aqui! Todos nós rimos deles, dizendo que era impossível [2], mas quer saber de uma coisa…Eles estavam certos. Eles conseguiram. E agora eles apenas relaxam enquanto suas réplicas artificiais fazem todo o trabalho. Olhem esse cara, ele acaba de publicar um novo artigo, tudo isso enquanto saboreia uma taça de vinho. Eu sei o que você está pensando… seria isso mais uma produção branqueada de Hollywood? Onde estão todas as mulheres e pessoas de cor? Se a Supremacia Tecnológica se encontra no topo da montanha da IA a qual a humanidade deve escalar a todo custo, então nossa preparação para tal escalada, e os equipamentos disponíveis para isso, irão fazer toda a diferença. Baseado em nossa atual trajetória, nem todos chegarão lá.

**Parte 1: Queda de Rocha**

(Que tipo de trabalho nós financiamos?)

IA é o brinquedo mais brilhante na área, assim, inevitavelmente, todos aqueles atrás de dinheiro vem sendo atraídos. Contudo, além das aplicações populares dessa tecnologia (como visão computacional e processamento de linguagem natural), o dinheiro raramente escorre para baixo. Tome a Interação Humano-Computador (ICH) como exemplo. Este tipo de trabalho foca nos princípios fundamentais da era digital, como Acesso Equânime, e mesmo assim, raramente vemos o mesmo tipo de suporte financeiro ou exposição midiática que em, por exemplo, ML (Machine Learning - Aprendizagem de Máquina.) Coloquemos ICH sobre as luzes do holofote por um momento, pode ser?

Acessibilidade Digital

“O poder da rede está em sua universalidade. Acesso para todos, independente se suas deficiências, é um aspecto essencial” -Tim Berners-Lee

Você Sabia? 15% da população mundial experiencia alguma forma de deficiência- visual, auditiva, motora ou cognitiva [3]. Assim, o que seria acessibilidade digital? Este volume é sobre ML e dados, então você está provavelmente imaginando braços robóticos treinados com centenas de milhares de simulações de movimentos, customizado para as medidas e movimentos de seu usuário. Ou, quem sabe um braço robótico, super sensível, totalmente automatizado, que auto aprende e navega de forma autônoma para aqueles com deficiência física? Ou um óculos inovador super sensível, hiper inteligente, para os cegos, que coleta a imagem distorcida pela retina do usuário e reconstrói uma imagem nítida de 10800000 pixels, garantindo visão super-humana? Quem sabe, talvez se Elon Musk decidisse entrar no jogo da acessibilidade…

Em nossa realidade, acessibilidade digital é focada em garantir que plataformas na rede sejam de fácil navegação e utilizáveis para pessoas com qualquer tipo de deficiência. É exatamente este trabalho que faz com que aquela imagem que você acaba de postar no Instagram tenha legendas, para que usuários cegos da plataforma possam também partilhar do seu triunfo sobre aquela receita de pão de fermentação natural. Ou quando você posta aquele novo tutorial para seus zilhões de inscritos apreciarem, é este tipo de trabalho que garante que suas pérolas de sabedoria vocais sigam convertidas para texto aos seus seguidores surdos. Acessibilidade deve ser um princípio fundamental para se criar sites e software. Mas em nossa busca por Optopia, este princípio é muitas vezes esquecido.

Sem a11ies [4], a população que estava se segurando na corda da Acessibilidade, acaba de ter essa corda cortada. Que tal nos livrarmos da mentalidade “vamos atrás de onde o dinheiro está”? Para seu próximo divertido projeto de ciência de dados, ao invés de se juntar a mais um desafio de reconhecimento de imagem sobre ajustado, por que não escolher um problema em aberto em acessibilidade digital, como legendas de vídeo automáticas? Talvez assim um dia nos livremos de todas aquelas legendas que não tem nada a ver com o áudio original (“CRAPtions”) [5]

**Parte 2: Fantasmas dentro da Carcaça**(Para quem nós estamos construindo modelos?)

Nós ainda não descobrimos como tornar plataformas digitais acessíveis para todos, mesmo assim nós já estamos tomando um passo à frente e construindo novas classes de aplicação web “Inteligentes”. Nós estamos tão ocupados no “como” (usando ML/IA/DL/DS !!!) que nós esquecemos de perguntar, “para quem”? Quando plataformas não são desenvolvidas para todos, eles liberam um fedor de “inospitalidade codificada” [6]. Coisas aparentemente inofensivas como pop-ups e formulários em sites sequestram a experiência online de usuários com deficiência que necessitam de leitores de tela.

Como diz, de forma mais eloquente, a defensora da acessibilidade Chancey Fleet [6]; “Assim como um escritor fantasma é uma pessoa que é paga para escrever uma história que outra pessoa não foi capaz de escrever por conta própria, Código escrito por fantasmas é código que uma organização terceirizou para programadores desenvolverem para usuários cuja a organização não pode se dar o trabalho de interagir ou contratar.”

Esses fantasmas tem feito seu caminho para dentro de produtos orientados por dados também. Tome como exemplo os infames softwares de reconhecimento facial que tem aparecido em quase todos os noticiários. Injustiça racial é problemático o bastante, mas você já considerou como tais modelos discriminam contra pessoas negras com deficiência?

Como explica Haben Girma, defensor dos direitos das pessoas com deficiência [7]: "Meus olhos se movem involuntariamente, cada um balançando ao som de sua própria música". Eles dançam assim desde que eu me lembro." O quão bem você acha que reconhecimento facial irá performar com pessoas negras cegas? Tendo sido treinados na dinâmica facial de pessoas brancas não-cegas, tecnologia de reconhecimento facial vende a narrativa disponível e racista. Os mecanismos atípicos e assimétricos dos olhos de algumas pessoas cegas são percebidos como anormais, anômalos e ameaçadores para esses sistemas. Como podemos esquecer populações inteiras quando desenvolvendo produtos?

Tome como exemplo a política “nome real” do Facebook, que indiscriminadamente afeta nativos americanos [8]. A maior rede social do planeta certamente negligenciou as diferenças culturais e linguísticas de nomes ao redor do globo. E assim, acabou implantando um algoritmo preconceituoso que bloqueia usuários cujos nomes não conformam com o padrão ocidental de nomes. Além de negligenciar completamente para quem estamos construindo tais algoritmos, será que nós já eliminamos completamente a questão de saber se um determinado produto \*deveria\* sequer ser construído? Claro, você tem várias centenas de terabytes de dados de usuários e uma frota de engenheiros esperando para mergulhar suas mãos na torta ML, mas seu produto é uma solução para um problema real, ou é simplesmente solucionismo?

**Parte 3: O Envenenamento:**   
(Que problemas estamos tentando resolver?)

A tecnologia deveria estar gerando inovação e conduzindo-nos em direção a um futuro mais avançado e sofisticado, certo? Assim, quando as novidades dos avanços tecnológicos chegam no mercado, o que mais nós devemos fazer além de experimentá-las profundamente? Bom, se existe qualquer menção do termo “inteligência” no produto sendo oferecido a você, talvez você não deva beber isso. É óleo de cobra! [9]

O que é IA-óleo de cobra?

O óleo de cobra é uma substância mística criada ao tomar partes iguais de mídia hype, desinformação pública, e misturando essa combinação em uma poção com um rótulo irresistível que grita "dados" e "inteligência".

E após anos de experimentação, a indústria tecnológica finalmente aperfeiçoou essa receita! Desenvolvimentos como AlphaGo (a IA que joga GO) e Shazam (o aplicativo de reconhecimento de músicas) são indicadores de genuíno progresso científico, e fazem, comprovadamente, mais bem do que mal. Por que? Porque as regras de GO não mudam caso o jogador seja homem/mulher, negro/branco, rico/pobre!

Tarefas de percepção, como o reconhecimento facial, que se entrelaçam com os fundamentos sociais, políticos e culturais dos dados sobre os quais eles foram treinados, são muito mais tóxicas. As coisas começam a ficar realmente tóxicas em ambientes como contratação, moderação da fala de ódio ou atribuição de notas [10], quando tentamos, desnecessariamente, impor objetividade (encaixar uma função matemática nos dados) ao julgamento humano, que é, inerentemente, subjetivo.

Ficamos realmente criativos com o que pensamos poder alcançar com a tecnologia quando começamos a prever resultados sociais usando algoritmos, como o COMPAS para a Sentença Criminal [11].

Olhamos ao nosso redor e vemos os problemas mais difíceis que conhecemos e decidimos que, como não podemos resolvê-los, devemos, em vez disso, conseguir uma máquina para fazer isso por nós. Mas você sabe por que esses são os problemas mais difíceis de se resolver? Porque se tratam de questões sistêmicas que têm sido lentamente cozinhadas durante séculos. Com um traço de contexto histórico, uma pitada de cultura e um amontoado generoso de raça, gênero e política de classe. Tudo isso se compõe em uma mistura complexa e desorganizada. Esperar que uma máquina pegue um punhado desta mistura e seja capaz de prever o futuro é fundamentalmente duvidoso.

**Circo da IA**

Por baixo de todos os sinos e apitos deste espetáculo maior do que a vida, há um jogo perigoso e de alto risco do qual nem sabemos que fazemos parte!

Bem-vindo ao Circo da IA! O ato de equilíbrio entre fazer um modelo simultaneamente preciso, justo e viável, é realmente um espetáculo para todos verem! Leve a IA para contratação. Se uma empresa se entrega a práticas de contratação discriminatórias durante anos a fio, modelos preditivos que automatizam tais decisões favorecerão o mesmo pedigree de candidatos que foram historicamente contratados. Um algoritmo extremamente "preciso" replicará fielmente o comportamento discriminatório de seus treinadores humanos. A neutralização do enviesamento de dados através da imposição de uma noção de "justiça" na previsão vem ao custo da precisão do modelo - quando a precisão é medida sobre os dados de treinamento tendenciosos. Por que? Porque um algoritmo que é extremamente preciso, mas treinado sobre dados tendenciosos, será discriminatório por construção! Este problema se torna mais difícil porque modelos criados por ML são opacos. Temos um entendimento limitado sobre como foi feita uma previsão. Às vezes, os dados são tão tendenciosos que, para obter resultados mais justos, precisamos voltar e coletar uma amostra totalmente nova. Isto pode não ser viável em todas as circunstâncias, assim as empresas têm que tomar uma posição sobre a métrica que elas mais valorizam: Viabilidade ou Equidade?

Será que elas devem insistir em um algoritmo justo, mas caro, ou se contentar com o algoritmo "mais justo" que podem pagar ao menor custo? Depois há a Pirâmide de Bolsas de Estudo ML. No topo da pirâmide se encontra (precariamente) nosso modus operandi de perseguição do SOTA. SOTA, ou State of The Art (Estado-da-Arte), refere-se à última métrica relatada sobre alguma tarefa. Perseguir a SOTA é superar a concorrência nesse referencial, mesmo que marginalmente. Nós criamos um conjunto de dados de referência e depois declaramos uma métrica, geralmente precisa, pela qual mediremos o sucesso. Agora, projeto após projeto e artigo após artigo, pretende-se atingir esse aumento de 0,01 de precisão para ser considerado "publicável", ao mesmo tempo, tomando como certo que a precisão é até mesmo a métrica correta contra a qual medir o progresso.

Por que isso é um problema? Porque a perseguição pela SOTA pressupõe que vale até a pena perseguir! Que o conjunto de dados é representativo da população. E que uma melhoria marginal da precisão faz a diferença. Um atalho natural neste jogo para a supremacia-SOTA é apenas usar um conjunto de dados maior. Para todos vocês, meninos e meninas fãs do GPT-3[12], é exatamente sobre isto que vocês têm estado delirando: O mero acesso irrestrito a um gigantesco conjunto de dados e poder computacional (ou dinheiro para pagar pela computação), para criar modelos que superem o estado da arte e deem a ilusão de progresso científico.

Claro, há pessoas na comunidade que estão pensando profundamente na formulação de problemas, no impacto no mundo real e no rigor científico. Infelizmente, um trabalho profundo e pensativo deste tipo simplesmente não é glamouroso...e assim, quando a cortina cai, não são esses pesquisadores que você está aplaudindo. Como essas pessoas nunca ocupam o centro do palco? Bem, é em parte porque, como em qualquer outro domínio, os ricos continuam ficando mais ricos. O conjunto de pesquisadores que denunciam os danos sociais da tecnologia são provavelmente da mesma população que será mais profundamente afetada por esses mesmos danos. E esta nunca é a maioria.

Se nossa bolsa de estudos é um reflexo de nossas ideias, então não podemos nos dar ao luxo de censurar ou apagar as vozes de toda uma demografia. Se nossos produtos são um reflexo dos problemas que estamos tentando resolver, então não podemos construir soluções que ajudem uma parcela da sociedade e causem grandes danos a outra.

O circo da IA já acrescentou alguns espetáculos extremamente grotescos a sua formação; Enviando erroneamente um homem para a prisão [13]:Diferenças maciças na identificação de gênero para diferentes cores de pele [14] (você pode imaginar o caos que tal sistema causaria se usado em pessoas que não estão em conformidade com alocações binárias e heteronormativas de gênero? Discriminando as mulheres na contratação [15], na concessão de limites de crédito [16] ... a lista continua ficando cada vez mais longa. Quem mais precisa subir nesta formação horrível antes de pararmos de brincar, de uma vez por todas? Antes que você pegue seu smartphone para entrar no Twitter para se enfurecer contra a Máquina IA ou se juntar às fileiras de tecno-boicotadores, pare e olhe a sua volta.

Todos ao meu redor são rostos familiares  
Lugares desgastados, rostos desgastados  
Brilhantes e precoces para suas corridas diárias  
Indo a lugar nenhum, lugar nenhum  
É um mundo muito, muito, muito louco

É realmente um mundo louco. E isso está nos deixando particularmente loucos porque nos acostumamos tanto a ver o mundo em extremos. Você pode ser um Tecno boicotador ou um Tecno Otimista, e se você for um você NÃO PODE e NÃO PODE simpatizar com o outro lado. Dê à IA o reinado para correr o mundo inteiro ou empilhar tudo e jogar tudo fora. Estamos tão acostumados a nos revoltar ao primeiro sinal de desacordo nas mídias sociais, que todo o discurso em torno da tecnologia, e da IA em particular, foi completamente desprendido de sutileza. Estamos em 2020. Como é que podemos apreciar uma comédia sobre Hitler e os campos de jovens nazistas [17], sem nos magoarmos mas não podemos ter uma discussão sobre enviesamento de dados sem que estes se transformem imediatamente em golpes. Talvez precisemos parar de reagir a tudo o que lemos e, em vez disso, tomar um momento para reler, pensar profundamente e depois responder. Porque a verdade é que não podemos realmente acabar com estas discussões nas mídias sociais se quisermos convidar o público em geral a participar do discurso. Mas, quando uma discussão se transforma em gaslighting e ataques pessoais, ela realmente não beneficia ninguém. A existente cultura de celebridades e a trolagem na internet que cerca as discussões científicas precisa ir, se não corremos o risco de jogar fora o bebê junto com a água da banheira.

Então, o que fazemos a respeito disso? Bom, para começar, podemos obter alguma nuance com nossa refeição de discussão, por favor!?! Aqui está uma tomada mais sutil sobre se a IA irá nos levar a uma utopia ou a uma distopia.

Para começar, raramente há uma verdade objetiva sobre o terreno! Na maioria das vezes, a eficácia de um modelo depende do contexto para o qual ele foi projetado. A verdade fundamental que fingimos existir, e contra a qual medimos a precisão do modelo, é apenas a roupa que o imperador ML não está usando. A mentalidade da engenharia é tomar os rótulos de classe como evangelho e otimizar cegamente para eles. Mas as etiquetas de classe são apenas substitutos dos fenômenos sociais subjacentes e nenhuma quantidade de formalização matemática transformará as construções sociais em verdades objetivas. A realidade é que todos os modelos estão errados. Alguns modelos são úteis!

Nesta galeria de arte, cada pintura retrata uma maçã. Mas apenas uma delas é potencialmente útil como um detector de maçã da vida real. Muitas vezes temos dificuldade para julgar qual modelo é mais útil, porque isso requer profunda experiência de domínio. Temos estado conflitando perigosamente a experiência em treinamento e a implantação de um modelo com especialização de domínio. Em vez disso, devemos reconhecer a limitação de nossa experiência como Cientistas e Engenheiros e convidar os verdadeiros especialistas de domínio a virem à mesa.

Alguns contextos são intrinsecamente difíceis de se construir. Temos a tendência de invocar nosso martelo de Aprendizagem Profunda para pregar cavilhas quadradas em furos circulares. Infelizmente, os resultados mais promissores sobre os quais você leu foram obtidos em problemas de brinquedos dentro de instalações experimentais, e não são projetados para escalar para o mundo real. O mundo é um lugar complicado e confuso, e o desempenho limitado dos modelos existentes reflete isso. Melhorar a capacidade de generalização dos modelos é uma área quente de pesquisa e talvez consigamos criar modelos que possam funcionar de forma confiável em contextos que não encontraram durante o treinamento. Mas nós ainda não estamos lá.

A esmagadora maioria dos problemas que hoje afligem a IA não se deve apenas aos dados ou apenas ao algoritmo em si mesmo, mas por causa de um fator crítico de confusão que continuamos a ignorar: o mundo. Dados são um reflexo do mundo [18].

Quando os dados são enviesados, essa reflexão é distorcida. Há várias explicações possíveis para isso. O espelho pode estar distorcido: podemos estar coletando os dados errados, ou olhando para uma amostra não representativa.

Para corrigir este tipo de viés, podemos tentar consertar o espelho para coletar dados melhores e mais limpos. Mas há também a possibilidade de que o espelho seja perfeito e o próprio mundo esteja distorcido.

Tendemos a subestimar esta possibilidade porque instintivamente comparamos a reflexão (dados) com como queremos que o mundo seja, e não com como ele realmente é! Com base na reflexão, e sem conhecimento ou suposições sobre as propriedades do espelho e do mundo que ele reflete, não podemos saber se a reflexão está distorcida, e, em caso afirmativo, por que razão. Os dados por si só não podem nos dizer se são um reflexo distorcido de um mundo perfeito, ou um reflexo perfeito de um mundo distorcido, ou se estas distorções se compõem.

Mudar a reflexão não muda o mundo.

Nós criamos melhores maneiras de coletar dados, limpá-los e remover alguns de seus enviesamentos. Mas todas estas correções são aplicadas no espelho ou no reflexo, e não se propagam de volta para mudar o mundo. As desigualdades sociais subjacentes que dão origem a resultados discriminatórios permanecem intactas se interviermos apenas sobre os dados. Assim, nossa intervenção deve expandir-se além das soluções tecnológicas, em direção a uma mudança sistêmica.

Previsões são difíceis, especialmente sobre o futuro! [19]. Quando as coisas (inevitavelmente) dão errado, quem é o responsável? Não pode ser o algoritmo. Porém, dadas as muitas partes interessadas que desempenham um papel na criação e operação de um produto de software, Como determinar qual humano é o culpado? Todos são culpados? Eu sei o que você está pensando…

Estou vendo onde você quer chegar com isto...você não vai entrar seriamente em regulamentação agora, vai? Bem...é hora de lembrá-lo de nossa abordagem recomendada para pensar sobre a IA. Lembre-se. NUANCE?! O Vale do Silício quer que você acredite que a tecnologia precisa ser liberada. A regulamentação é uma catástrofe de proporções cósmicas e seria o fim da Internet e, por extensão, da inovação e do progresso.

O fato é que nós colocamos nossos filhos no hype da IA e os enviamos a toda velocidade. Nós fomos muito arrojados em nossa rápida adoção da IA e isso levou a alguns resultados terríveis com impactos muito reais na vida das pessoas. E assim, enquanto as empresas de tecnologia e seus CEOs famosos protegem seus interesses fazendo a caveira da regulamentação, Não há realmente nenhuma desculpa para o público em geral comprar esta narrativa e ser cúmplice do vandalismo de nossa fibra social moral. Temos que chegar a um acordo sobre como proceder para regulamentar a tecnologia, e assim devemos começar a nos educar e participar de boa-fé neste empreendimento grandioso. Chegou a hora de considerar outros estilos parentais!

**Precaução**

Pense no velho adágio "É melhor estar seguro do que arrependido". Este princípio exige cautela em situações de danos incertos, ou seja, riscos que ainda não foram estudados cientificamente. Uma crítica comum a esta abordagem é que ela é "paralisante" e "auto-canceladora", pois qualquer nova tecnologia em seus estágios iniciais de adoção teria riscos que não podem ser contabilizados.

**Baseada em Riscos**

Sob este paradigma, regulamentamos com base nos riscos conhecidos e modelamos a probabilidade de que estes riscos levem a prejuízos. Uma abordagem promissora é a Avaliação de Impacto Algorítmico (AIA) - uma estrutura que ajuda a compreender e reduzir os riscos para indivíduos e comunidades. Sob a AIA, a probabilidade e a gravidade dos danos determinam o nível de supervisão. Quanto maior o risco de dano, e mais significativo o dano em si - mais rigorosos são os requisitos de supervisão. E quanto menor autonomia é concedida ao sistema automatizado: um ser humano deve ser trazido para o circuito para assumir a responsabilidade por decisões impactantes. O AIA só funcionará se os riscos forem conhecidos. Isto dá a cada um de nós a oportunidade de fazer parte da mudança! Agora é a hora de se envolver em consultas públicas, de fazer ouvir suas preocupações! Se quisermos que nossas tentativas de regulamentação sejam realmente eficazes, precisamos conciliar algumas divergências inerentes entre tecnologia e direito.

Para começar, como podemos garantir que a lei acompanhe um panorama sócio-tecnológico em rápida evolução?

Outro grande problema é como regulamentamos? Noções como justiça, responsabilidade, interpretabilidade, etc. se tornaram as crianças modelo da política de IA, contudo, elas ainda não têm manifestações técnicas universalmente aceitas. Por quê? Porque a ambiguidade nas definições é uma ferramenta intencionalmente empunhada que permite leituras interpretativas e contextuais da lei, mas a mesma ambiguidade é catastrófica para a tecnologia, que se baseia inteiramente em formalizações matemáticas que podem ser escritas em código, e para os reguladores que precisam de definições precisas para construir regras e políticas.

Para chegarmos a boas definições, precisamos de exemplos de sistemas que são usados hoje! Tomemos a Força Tarefa de Sistemas de Decisão Automatizados (ADS - Automated Decision Systems) de NYC (New York City), a primeira de seu tipo, concebida para ser o farol da transparência e da visão especializada no uso de algoritmos para auxiliar na tomada de decisões pelas agências municipais. [20]

Mas eles não chegaram muito longe. Faltava uma boa definição, assim como exemplos.

O que são ADS? Uma calculadora não é um ADS. Mas um sistema que coleta dados constrói um modelo e, em seguida, estabelece uma política que impacta a vida das pessoas – ou atribui orçamentos escolares, ou oferece assistência aos sem-teto, ou combina alunos com vagas nas escolas de ensino médio certamente é.

Com tudo isso em mente, vamos revisitar a busca da humanidade pela Optopia.)

Se descartamos sociedades e demografias inteiras no caminho, e ignoramos completamente os problemas sociais que tornam inúteis as intervenções algorítmicas, será que a caminhada ainda vale a pena? Talvez ao invés de uma viagem de poder em nome de uma missão tecnológica (quando que todos concordamos que vale a pena replicar a inteligência humana?), deveríamos nos concentrar em aproveitar o poder das Tecnologias de Aprendizagem para impactar positivamente as pessoas? E não uma demografia de pessoas afluentes e altamente influentes, mas verdadeiramente todas as pessoas, de todos os estratos sociais, classes, gêneros e raças. Talvez o que precisamos em vez disso é fundamentar o projeto de sistemas de IA nas pessoas. Usando os dados das pessoas, coletados e implantados com uma metodologia equânime, conforme determinado pelo povo, para criar tecnologia que seja benéfica para o povo.

**Sobre Data, Responsibly**

Falaah é uma cientista/engenheira por formação e uma artista por natureza, perseguindo uma paixão pela construção de Aprendizagem de Máquina Robusta e Ética, da indústria até a academia. Em função de ter que lembrar incessantemente a todos ao seu redor sobre as limitações das capacidades atuais da Aprendizagem de Máquina, Falaah iniciou o MachineLearnist Comics, uma coleção de quadrinhos científicos sobre o atual cenário da IA.

Julia é professora assistente de Ciência da Computação, Engenharia da Computação e Ciência de Dados na Universidade de Nova Iorque. Ela é apaixonada pela ciência de dados responsável e lidera o Projeto "Data, Responsibly", cuja última oferta é o curso interdisciplinar e inimitável de Ciência de Dados Responsável.

Com a alquimia indecifrável que são as admissões de graduação, o cosmo uniu essas duas mentes criativas e assim nasceu: os quadrinhos Data, Responsibly!

Se você é um estudante inseguro sobre onde começar na panaceia de bolsas de estudos em ML; ou um educador, procurando um novo instrumento pedagógico divertido para seus alunos; ou um praticante, procurando algum conteúdo relatável sobre todas as idiossincrasias do atual cenário da IA; ou apenas um bom velho João/Maria Ninguém que gosta de ler quadrinhos e está intrigado com a perspectiva de um volume científico longo, Data, Responsibly são para você!

Espelho, Espelho foi traduzido para o português por Nicholas Kluge Corrêa e Carolina Del Pino Carvalho
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